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1.0 Executive Summary  


This procedure defines the steps to prepare the daily system load forecast and 7-day look ahead load 


forecast for operational purposes in the Transmission Operations Center. The procedure also defines the 


methods for analyzing and maintaining the historical load data. 


2.0 Objective/Scope/Roles 


2.1 Objective 


This procedure is to define the data and calculations required to accurately forecast system load for its 


day-to-day operational needs. The data shall be analyzed to provide System Operations with a forecast 


of system load to accurately plan and dispatch available generation according to the security-constrained 


economic dispatch procedure. 


2.2 Scope 


This procedure defines the tasks the Lead Engineer in Energy Planning takes to construct an accurate 


and detailed forecast for the Manager, Energy Management and to be referenced by the Manager of 


Control Center Operations Team. This detailed forecast shall be used to prepare dispatch plans for the 


generation resources. The procedure output is also utilized by the Energy Management department in 


evaluating planned T&G Outages occurring within 7-days. This procedure outlines the steps that will be 


used in a similar day approach to load forecasting and will incorporate seasonal, weekday, holiday and 


environmental considerations for similar day variability analysis. 


• Provides a forecast of system load on a day ahead and seven-day ahead basis for operational 


allocation of current generation resources to meet the load. 


• This procedure and its results are intended to be used with current generating assets for 


operational purposes and are not intended for use in Integrated Resource Planning. 
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2.3 Roles and Responsibilities 


The following are key roles for the preparation and maintenance of the system load forecast. 


2.3.1 Lead Engineer Energy Planning (LEEP) 


The Lead Engineer, Energy Planning is responsible for verifying the underlying data and assumptions. 


The Lead Engineer is then required to report the completed load forecast to the Manager, Energy 


Management. 


2.3.2 Manager, Energy Management (MEM) 


The Manager, Energy Management is accountable for implementing the load forecast procedure and the 


continuous maintenance and improvement of underlying data and assumptions. 


2.3.3 Engineer, Energy Balancing (EEB) 


The Engineer, Energy Balancing is responsible for maintaining the underlying data and assumptions. This 


Engineer is then required to input the load data and collaborate with the LEEP and MEM to prepare the 


load forecast report. Also communicates load forecast data to SCADA department for integration into the 


SCADA system. 
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2.4 Data Collection and Reporting 


2.4.1 Collect Data  


Pull the following information from the “m” drive: 


• The last year’s peak for the same week in the previous year as the forecasted week. 


• The past two years ago peak data for the same week as the forecasted week. 


• The last week’s peak data. 


• The last seven days forecasted data. 


• Scada 12-hour load forecast. 


• Forecasted temperature for next seven (7) days. 


Next, obtain the actual load data from System Operations for the last 4 weeks of records. 


2.4.2 Regression Analysis 


Determine how many weeks to use for regression analysis conducted in EEB  spreadsheet. 


2.4.3 Identify Data Anomalies  


Review data for any unusual days that impacted the load such as load shedding events. 


2.4.4 Remove Anomalies from Data Set 


Exclude all anomalies from the sample for the forecast.  Anomalous data is data that does not reflect the 


true and actual load on the island. As a manner of example, a period in which there was a Load Shed 


event or a major generation or transmission trip could lead a non-representative load data point. 


2.4.5 Consider the Weather 


Review the weather forecast for San Juan Central and align with dataset values for temperature, cloud 


cover, holidays, rain, etc. Record forecasted high temperature, forecasted relative humidity per period. 
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2.4.6 Calculate the Average Load 


For the data set selected, average the load forecast for each hour and apply the seasonal adjustment 


factor. 


2.4.7 Seasonal Adjustment 


Perform a seasonal adjustment to equivalent days (adjustment factor) contained in the “System 


Operations” Load Forecasting Excel spreadsheet maintained by EEB  considering of the following: 


• Previous two years peak. 


• Previous week’s high temperature.  


• Previous week’s relative humidity 


• Amount of rain. 


• Cloud cover. 


• Wind speeds. 


• Seasonal adjustment factor. 


This data is utilized to derive a seven (7) day daily peak: 


2.4.8 Calculate Hourly Projections 


The hourly load forecast projections are calculated by using the output of the above peak forecast utilizing 


hourly adjustment factors related to SCADA 12-hour forecast, historical similar seasonal and monthly 


data. 
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2.4.9 Finalize and Communicate Forecast 


Finalize the load forecast and communicate to the MEM for T&G outage planning. 


2.4.10 Review and Communicate to TOC 


MEM reviews, approves the final forecast data and then communicates the values to the TOC. 


2.4.11 Upload Forecast to SCADA 


EEB communicates the approved load forecast data to the SCADA department for integration into the 


system. 
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2.5 Report Production and Frequency 


2.5.1 Weekly Forecast 


The weekly forecast is produced every Friday for the next seven days (Saturday thru Friday). 


Short Term (7-Day) Forecast Input Data 


Temporal Weather Load 
Solar and Wind 


Production 


Season Temperature Measured load 
Forecasted Solar and 


Wind projected output 


Day of Week Cloud cover 


Similar historical days 


Previous two years for 


same week and month 


along with previous 


weeks actual peak  


 


Time of Day 


 


Wind 


 
  


Holidays Humidity   
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2.5.2 Daily Forecast Report   


Issuance Forecasted Period 


Monday Tuesday 


Tuesday Wednesday 


Wednesday Thursday 


Thursday Friday 


Friday Saturday, Sunday, Monday 
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Appendix A Glossary 
Term Definition 


Similar day 
forecasting method 


Forecasts load by selecting similar historical days' data and then obtaining a 


weighted average from them. 


Integrated Resource 
Plan 


An integrated resource plan is a roadmap that large utilities use to plan out 


generational acquisitions over five, 10, or 20 years (or more). 


 Regression Analysis The use of mathematical and statistical techniques to estimate one variable 


from another. Regression analysis helps us determine which factors matter 


most and which we can ignore. 


 Seasonal Adjustment  A seasonally adjusted annual rate is defined as a rate adjustment that 


attempts to remove seasonal variations in the data. Seasonality is a 


characteristic of a time series in which the data experiences regular and 


predictable changes that recur every calendar year. 


 


 
  







  


SHORT TERM LOAD FORECASTING 
 


11 
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1.0 Executive Summary  


This procedure addresses the initiation and conduct of a Root Cause Analysis (RCA) and the associated 


Corrective Actions following a significant adverse event on the LUMA System. Included are the criteria for 


initiating a RCA, initial steps to safely mitigate the situation and the collection of all data and materials 


surrounding the event. RCA team formation and membership, as well as analysis tools typically used in 


the conduct of an RCA. The RCA management review, Corrective Action initiation, tracking of all RCA 


corrective actions, and an effectiveness review is also included in addition to developing a software tool to 


categorize the corrective actions to determine organizational trends. 


2.0 Objective/Scope/Roles 


2.1 Objective 


The procedure defines the steps to conduct a Root Cause Analysis (RCA). This supports LUMA’s goal to 


provide for the safe, reliable, and efficient operation of the Puerto Rico electric transmission and 


distribution system. It also provides a structured, data driven team approach to continuous process 


performance improvement. The procedure additionally establishes forward looking performance trends 


that can be utilized to pro-actively deal with areas of potential concern.  


2.2 Scope 


This procedure shall be used whenever there is a significant event that adversely impacts the health and 


safety of the public, LUMA employees or contractors, or the safe and reliable operation of the Bulk Power 


System. This document covers initial response to an adverse event, data and materials collection and 


RCA team formation. This procedure will also include how to conduct and RCA and timelines.  This 


procedure is not intended to cover the specifics of each analysis tool that can be used during the actual 


conduct of the RCA and the resulting corrective actions identified from the use of these tools. 
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2.3 Roles and Responsibilities 


Responsible Director (RD)– A Director that has responsibility for the performance of the employee(s) 


that were primarily involved in the significant adverse event. The RD shall also be responsible for 


sponsoring and forming the RCA Team, and final approval of the RCA and findings. The RD may accept 


the Corrective actions or reject them or add new corrective actions. The RD also accepts or denies 


requested due date changes for corrective actions. 


Responsible Manager (RM) - A manager who has overall line responsibility for the performance of the 


employee(s) supervision, and management that were primarily involved in the significant adverse event. 


The RM shall lead the RCA Team by tracking team progress, assigning corrective actions to other 


members of management, and then insuring timely completion of their assigned corrective actions as 


appropriate. The RM shall  also be responsible for reviewing and monitoring the RCA Team performance 


and corrective actions and monitoring completion of all corrective actions associated with the RCA Team. 


RCA Team Facilitator (TF) – A supervisory employee trained in the RCA process and the analytical tools 


typically utilized to arrive at root causes. This employee can serve in this facilitator function without the 


need for having subject matter expertise in the aspects of the processes involved in an adverse event that 


triggers an RCA.  This employee shall also function as the team’s moderator and keeping the team “on 


task”. 


Corrective Action Assignee (CAA) – An employee, supervisor, or manager that has been assigned to 


complete a corrective action identified through an RCA Team. This employee may assign the Corrective 


action to a subordinate but shall continue to remain responsible for implementing the corrective action 


and providing periodic updates on the status of the corrective action also rests with the CAA. 


Quality Assurance (QA) – This organization or individual is responsible for tracking the overall 


functioning of the RCA Procedure and evaluating the corrective actions to pro-actively identify 


organizational trends and provide periodic reports to management on the organization’s diligence in 


assigning, tracking, and successfully completing the corrective actions. They shall also monitor 
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Corrective Action Effectiveness Reviews (CAERs) that examine the extent to which the corrective action 


has been integrated into the organization, and the extent to which they have proven effective. 


Public Relations (PR)– Responsible for communicating an adverse event in accordance with the Public 


Reporting procedure. 


Legal – Responsible for evaluating the potential legal consequences to LUMA when a significant adverse 


event occurs including claims or legal action against LUMA for damages or other liability. 
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3.0 Procedure 


This Procedure shall be utilized whenever a significant adverse event meets, or exceeds the following 


criteria: 


• $100,000 in damage to the LUMA System and/or customer owned equipment, facilities, 


or property. 


• Any event that results in an employee Lost Time Injury or an injury to the public. 


• Any un-scheduled loss of power to a transmission line that was not the result of adverse 


environmental conditions. 


• Any generator trip caused by LUMA operations that results in loss of power/load. 


3.1 Immediate Actions 


Initial actions following a significant adverse event unless the circumstances surrounding the event deem 


them as not applicable. 


3.1.1 Safety First 


Secure the immediate area and take any measures necessary to eliminate any immediate safety hazards. 


3.1.2 Notifications 


Notify the Transmission Operations Center (TOC) or Distribution Operations Center (DOC) who shall 


immediately notify the RM  most directly involved , Upper Management, Safety, Public Relations, Legal. 


3.1.3 Medical Support 


IF employee or public injuries are involved, medical assistance shall be immediately dispatched to the 


area. 
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3.1.4 Emergency Contacts 


Management shall contact any injured employee’s emergency contact and inform them of the event and 


pertinent information of the employee.  


3.1.5 Back-up Employees 


If employees were directly involved in the event, they shall be immediately replaced with other 


employees and the involved employees returned to their service center by supervision so that event 


information can be obtained in a timely fashion. 


3.1.6 Fitness-for-Duty 


The employees shall then be considered for fitness-for-duty testing by management and, if deemed 


appropriate, escorted to a testing facility by a member of supervision or management. 


3.1.7 Interview Employees 


All involved employees shall then be interviewed by supervision regarding the incident and notes taken. 


3.1.8 All-Hands Event Notification 


Management shall take steps to immediately notify all employees of the event on the system through an 


All-Hands Event Notification and provide general details to the extent that they are known and confirmed.  


3.1.9 Retain Event Records 


RM shall then initiate steps to take or obtain: 


• Photographs and measurements of the area involved. 


• Any failed, damaged, or broken equipment, facilities, tools, or property. 


• SCADA and other computer data, screen shots or records pertinent to the event, including any 


recordings of conversations. 
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• Copies of all documents related to the event including, but not limited to, clearance orders, work 


orders, procedures, written notes, recordings of communications, pre-job briefing sheets, 


equipment and vehicle operating manuals, manufacturer manuals and documentation for any 


damaged or failed material, construction standards, and weather information. 


 


3.2 RCA Team Formation, Structure and Conduct 


3.2.1 Timeline to Form Team 


The RD with input from the RM shall review all information surrounding the event and determine if any 


disciplinary action is warranted before forming the RCA team.  The RD shall then form and convene an 


RCA team within 5 business days of the event.  


3.2.2 Team Members 


The RCA team shall consist of the RM or another manager, a facilitator, and at least one supervisor. 


Additional members shall  be based on the nature of the event and may include, Legal, Public Affairs, 


Safety, Training, Engineering, System Operations, support personnel, field personnel, union 


representative, and QA personnel. 


3.2.3 Team Schedule 


The RCA team shall meet either daily or weekly, but in no case shall the Team take longer than 4 weeks 


to complete the RCA including a review meeting with the RD to present recommended corrective actions 


CAAs and CA completion due dates. 


3.2.4 Team Facilitator 


The RCA TF shall provide direction to the RCA team and assist in facilitating all aspects and 


requirements to complete the RCA  including the analysis tools available and assist the RM in keeping the 


team on-task. 
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3.2.5 Meetings, Tasks and Decisions 


The RM shall be responsible for developing the team’s meeting schedule, assigning any tasks to be 


completed between team meetings, and making any necessary decisions to keep the teams progress on 


schedule including making decisions when the team is failing to reach consensus on an issue. 


3.2.6 Confidentiality 


The RCA team shall not discuss any details of their meeting with anyone outside the team members until 


after the team’s final presentation to the RD. 


3.2.7 Analysis 


The team shall make use of all the data collected during the initial actions after the event and can request 


additional information or interview any personnel to provide additional details surrounding the event. 


NOTE: The Corrective Actions should have SMART Goals (see Appendix A – Glossary for definition. 


3.2.8 Team Presentation 


Findings and Corrective Actions: The team shall present its findings, corrective actions, recommended 


CAAs, and completion dates for each CORRECTIVE ACTION, to the RD during a team meeting held at 


the conclusion of the team’s work.Each member of the team shall be responsible to actively participate in 


the team presentation and explain the data and tools used to arrive at the corrective action 


recommendations. 


3.2.9 Management Review 


The RD shall actively participate in the final presentation and ask questions to ensure that the 


CORRECTIVE ACTIONs are based on the data and analysis tools that the team utilized.  


3.2.10 Management Approval 


The RD shall have the final authority to reject or modify the recommended corrective actions/CAAs and 


shall explain the rationale of any changes. 
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3.3 Post RCA Team Actions 


3.3.1 Communication 


The RM or a designee shall prepare a summary of the RCA Teams Corrective Actions for dissemination 


to the organization and enter the Corrective Actions into the appropriate Log developed by QA for tracking 


Corrective Actions. 


3.3.2 Assignee Agreement 


Each CAA shall be responsible for accepting the Corrective Actions for completion or making a request to 


the RD for the Corrective Actions to be re-assigned to a more appropriate assignee. 


3.3.3 Status Updates 


Each CAA shall update the status of each assigned Corrective Actions in the log on a weekly basis and 


indicate if the required due date will still be met. If the required due date is in jeopardy, the RD may either 


accept or reject the new date.  


3.3.4 Corrective Action Log Review 


The Corrective Actions Log shall be reviewed at the RD level at least once each month and any overdue 


Corrective Actions shall be highlighted. 


3.3.5 Management Review 


The Corrective Actions Completion Log shall also be presented by QA at any monthly Director or higher 


staff meetings as part of their Key Performance Indicators (KPIs) review process. 


3.3.6 Completion Log 


The Corrective Actions Completion Log shall also be part of the RMs KPIs that are periodically reported 


to management. 
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3.3.7 Communication of Completion 


As Corrective Actions are completed their status shall be communicated to the employees either at 


monthly safety meetings or in some other form of monthly or weekly written communication. 


3.3.8 Effectiveness Check Timing 


After the Corrective Action is completed, the RD shall assign a date no longer than one year in the future 


into the Corrective Action Completion Log when a Corrective Action Effectiveness Review (CAER) will be 


convened to determine its effectiveness in eliminating the re-occurrence of the event that prompted the 


Corrective Action. 


3.3.9 Corrective Action Effectiveness Review (CAER) 


• The RD shall reconvene the original RCA Team when their Corrective Actions are due for their 


CAER. The RD may elect to only select some of the original team members for this effectiveness 


review depending upon the nature of the originating event and Corrective Actions. 


• The team shall review their original work, and any organizational trends that may assist in 


identifying the Corrective Action’s effect on performance. 


• The Team shall also interview employees that are subject to the Corrective Actions to determine 


their assessment of the Corrective Actions’ effectiveness. 


• If the CAER indicates that the Corrective Action has not been effectively implemented and 


another adverse event is likely to occur as a result, then the RD and the CAER Team shall 


determine what further corrective action(s) is required.   


• If the Corrective Action has been effective, then the Corrective Actions shall be updated,then 


closed, and no further action taken. 
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• If the Corrective Action has been rendered outdated because of process changes within the 


organization, then the Corrective Action shall be updated, then closed, and no further action 


taken. 
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Appendix A: Glossary 
Term Definition 


Fitness for Duty 
Testing 


The process for having an employee medically tested for the presence of any 


drug or other chemicals in their system that could adversely affect their ability 


to safely function. 


Key Performance 
Indicators 


A comprehensive set of charts and data that measures performance in areas 


that are viewed as being key to the organizations success in meeting their 


goals. 


RCA Tools A set of analytical tools designed to use data to objectively evaluate the 


various factors that can result in an event that adversely effects the 


organization, and then derive those factors that are the root of the adverse 


event.  These tools typically consist of the following: 


 


• Fishbone (sometimes referred to as an Ishikawa) Diagram 


• The 5 – “Whys” 


• Pareto Chart 


• Failure Mode and Effects Analysis 


• Scatter Plots 


• Flow Charting 


 


All Hands Event 
Notification 


PENDING An all-hands notification to announce a significant event can 


create alignment, build trust and transparency, boost engagement and foster 


a sense of belonging among employees. 


Root Cause Analysis Root cause analysis (RCA) is the process of identifying the underlying root 


cause of a problem, so you can then approach the problem with solutions to 


prevent the problem from occurring again. 
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Term Definition 


Corrective Action 
Effectiveness Review 


An effectiveness review is the measure and determination that the corrective 


action has (or has not) eliminated the problem. 


 


Smart Goals Each corrective action should have SMART Goals.  The (CA) should be: 


Specific-make goals specific for effective planning 


Measurable-what evidence will prove you are progressing 


Attainable-can be accomplished within a certain time frame 


Relevant-aligned with long term objective 


Time-Based-realistic end date 
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Appendix C: All Hands Notification Example 


   ALL HANDS EVENT 
NOTIFICATION 
 


[ ] Near Miss  [ ] PROSHA Recordable  [ ] Employee  [ ] Contractor   
[ ] Property Damage  [ ] Load Loss  [ ] Other 


 
Date & Time  
Contact 
Person 


 


Subject  
Location  
Alert #  
Event 
Summary 


 


Immediate 
Learnings 


 


Corrective 
Actions 
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1.0 Executive Summary  


Adequate current public information and data concerning company operations must be available to the 


regulatory body and to the public. The Public Reporting procedure outlines the requirements for Public 


Reports and provides guidance concerning report communication. It recommends what to report, how to 


report, where to report, when to report, and how often. 


This procedure will help ensure compliance with regulatory requirements concerning the management of 


the electric power grid and the operations of electric power transmission and distribution, the law, and the 


Puerto Rico Energy Bureau (PREB). 


2.0 Objectives/Scope/Roles 


2.1 Objectives 


This procedure will: 


• Guide the LUMA Electric System Operation Division team to comply with Act 57, section 6.3q 


• Identify the reports to be published for the regulatory body and the public.  


• Describe the contents of the reports. 


• Establish the frequency for publishing the reports. 


• Recommend additional reports and / or metrics to publish for future reporting. 
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2.2 Scope  


This procedure describes the public reporting obligations of the System Operations Energy Control 


Center, which are categorized as follows: 


• Website Public Reports.  


• Scheduled Public Reports. 


• Reportable Incident Public Reports. 


• Emergency Situation Public Reports.  


2.3 Roles and Responsibilities 


The following persons are responsible for the information collection, editing and publishing of Public 


Reports: 


2.3.1 Director System Operations (DSO) 


• Is accountable for the Transmission Operations Center (TOC) and is responsible for the review and 


approval of Public Reports.  


• Organizes the supporting roles described below for the efficient collection, aggregation, analysis, and 


presentation of the data required for Public Reports. 


2.3.2 Manager, Control Center Operations (MCCO) 


• Is responsible for the TOC and oversight of all operators. 


• Reviews Public Reports and submits to the DSO for approval. 


• Coordinates team efforts in the collection of data and the edition of Public Reports. 
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2.3.3 Manager, Control System Support 


Is responsible for the collection, aggregation, and draft of Public Reports. 


2.3.4 Lead Engineer Energy Balancing 


Is responsible for the collection of data that flows through the SCADA system in the ECC and for the data 


exported to create the Public Reports. 


2.3.5 LUMA Website Manager 


Is responsible for the online publishing of Public Reports. 
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3.0 Procedure 


Specific procedures are defined for the following Public Reports: 


• Website Public Reports.  


• Scheduled Public Reports. 


• Reportable Incident Public Reports. 


• Emergency Situation Public Reports. 


3.1 Website Public Reports 


Section 3 of Act 57-2014 amended Act 83 requires LUMA to publish a breakdown of the daily electricity 


demand projected. In compliance with this requirement, the Director System Operations will direct 


activities for collecting and providing the following information to the LUMA Website Manager for 


publication: 


• A running list of the years’ Daily Peak Demand updated daily with the last full day’s information.  


• A running list of the year’s Daily Generation by generator in megawatts (MW). 


• A running list of the years’ Daily Generation by fuel type (Solar, Wind, Storage, Diesel, Coal, LNG, and 


others as applicable). 


• The monthly Demand Forecast for the year in progress and the daily demand forecast for the current 


week in MW. 
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3.2 Scheduled Public Reports 


Annually, on or before February 15th, the DSO shall direct the coordination, collection, compilation, and 


make available to the Public via the LUMA website, an Annual Report that includes the following: 


• Installed Generation Capacity in MW as of January 1st of the current year. 


• A detail of the above-mentioned Generation Capacity in MW by Fuel Type. 


• A Forecast of the monthly Peak Load in MW of the current year.  


• The total energy (in kWh) dispatched in the previous calendar year. 


• The measure (in miles) of the Transmission Lines managed by System Operations. 


• The established policy for the current year on the following reserve levels: 


 Spinning Reserves. 


 Control Reserves. 


 Fast Start Reserves. 


• The number of days (at least one occurrence) of non-compliance with the Policy on Reserves: 


 Spinning Reserves. 


 Control Reserves. 


 Fast Start Reserves. 


 Contingent Reserves. 


• The number of days in which a Load Shedding event occurred either automatically or manually.   


• The number and average duration of Planned Transmission Line outages. 


• The Monthly Peak Load Forecast for the current year.  


• A comparison of the Monthly Load Forecast for the current year and the previous year. 


• The number and average duration of Forced Transmission Outages. 







  


Public Reporting 
 


8 


As applicable, the methodology for data collection, the information source(s) and the tabulation of 


numeric data for all Public Reports and associated data is published in the report appendix. The appendix 


also describes changes in methodology and provides a comparison between the old and revised 


methodologies. The DSO oversees this effort. 


3.3 Reportable Incident Public Reports 


• The DSO ensures that the public is informed of planned scheduled outages affecting ratepayers.  


• The DSO communicates the Outage to the LUMA Customer Experience and Corporate 


Communications Manager 48 hours in advance of the Outage.  


• The DSO directs the LUMA Website Manager to update the public communication if the outage is 


rescheduled or canceled.  


• The Outage communication indicates: 


 The distribution area affected by the outage. 


 The day and time of the outage commencement  


 The expected duration of the outage 


• The DSO directs the MCCO to maintain a log of outages to include the total number of outages and a 


summary of the outage hours by type (forced outage and planned outage). See Scheduled Public 


Reports, section 3.2 above. 
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3.4 Emergency Public Reports 


 As established in the LUMA Emergency Response Plan, the DSO reports Emergency Situations to the 


Liaison Officer and provides situational reports as requested by the Incident Commander.  


 Reporting requirements during Emergency Situations may be superseded on a case-by-case basis 


during the incident, as directed by the Liaison Officer and the Incident Commander. 


 The Liaison Officer may present reports in accordance with the Emergency Response Plan and its 


execution. 
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Appendix A: Glossary 
Term Definition 


Act 57 On May 27, 2014, the Governor of Puerto Rico signed into law, Act No. 57 of 


2014, known as the Transformation and Energy Relief Act (the “Energy 


Reform Act” or the “Act”). The Act transforms the regulatory framework of the 


electric system and energy industry by encouraging a more efficient energy 


system and the establishment and maintenance of fair and reasonable 


electricity costs. 


Contingent Reserve The generation capacity that is available but not online. Contingent Reserve 


is used to relieve Spinning Reserve in the event of a loss of the largest online 


generating unit. Contingent Reserve is also used to relieve Fast Start 


Reserve. 


Controlled Reserve The online generation capacity that is devoted to providing the fast up and 


down balancing service controlled by the Automatic Generator Control 


(AGC). In this capacity, this generation is capable to increase output in 


response to a decline in frequency and decrease output in response to an 


increase in system frequency. 


Daily Peak Demand The maximum integrated generation in MW that was delivered on each day. 


Daily Generation The sum of MW delivered in one day. 


Load Forecast The prognostication produced by the System Operations department for the 


expected load during a period. 


Emergency Response 
Plan 


The System Operations plan within the broader LUMA Emergency Response 


Plan. 


Fast-Start Reserves The generating units available to be placed online within 10 minutes. They 


are gas-fired turbine peaking units, currently ranging in capacity from 16MW 


to 77MW. 


Forced Transmission 
Outages  


A transmission asset outage that is required due to an event that makes a 


maintenance instance necessary as soon as possible. 


Future Operating 
reserves 


The generation needed as capable of supplying future Operating Reserve 


function capabilities, as identified by the Resource Adequacy Assessment 


Procedure. 
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Term Definition 


Generation Capacity Generic term for an asset’s attributes.  Such attributes can be items such as:  


generation in MW, generation in MVAR, black start possibility, etc.   


Load Shedding The deliberate shutdown of electric power in part of a power-distribution 


system to prevent the failure of the entire system when the demand strains 


the capacity of the system. 


LUMA Emergency 
Response Plan  


The plan that provides for the Company’s response, immediate recovery, and 


restoration operations to emergency events efficiently and effectively. The 


goals of the plan are to: 1) protect lives, public health, safety, and property, 


and 2) restore essential services, and 3) to enable and assist with economic 


recovery. 


Monthly Load 
Forecast  


The prognostication produced by the System Operations department for the 


expected demand during a period. 


Operating Reserve The combination of Spinning Reserves, Controlled Reserves and Fast Start 


Reserves. All Operating Reserves are fully responsive within 10 minutes. 


Peak Load The highest amount of electric demand required of the electric system during 


a defined period expressed in MW. 


Planned Transmission 
Line Outages 


Outages for 38kv, 115 kv, or 230 kv that have been planned according to the 


Transmission Operations procedure. 


Policy on Reserves The settings defined by the System operations Director establishing safe 


levels of reserves of all types, ie spinning, control, fast start, etc. 


Public Reports Definition Information and data concerning company operations that is made 


available to the regulatory body and to the public. 


SCADA An acronym for Supervisory Control and Data Acquisition. A computer system 


that gathers and analyzes real time data, the LUMA SCADA system is used 


by the System Operator to monitor and control the Operating System, 


including Interconnected Generating Units, Transmission Lines and 


Substations. 


Spinning Reserves A generation load that is online, begins responding immediately, and is fully 


responsive within 10 minutes. 
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1.0 Executive Summary  


The Performance Reporting procedure provides the steps to develop a Key Performance 


Indicator Dashboard that will measure and drive successful implementation of the System 


Operating Principles and manage the Bulk Power System to the performance goals.  


2.0 Objective/Scope/Roles 


2.1 Objective 


This procedure is intended to identify specific Key Performance Indicators (KPIs) that will help 


System Operations outline the steps required to develop tracking methods and develop metrics to 


evaluate, manage and report on System Operations’ performance.     


2.2 Scope 


The Director of System Operations is responsible for the development of System Operations’ Key 


Performance Indicator Dashboard, which shall be a comprehensive set of performance indicators 


that shall track and evaluate System Operations performance so that System Operations can 


manage to the goals set forth in the KPI’s. The frequency of reporting shall be monthly. The set of 


performance indicators are listed in this procedure which shall be approved by the Director 


System Operations and revised as needed.   
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2.3 Roles and Responsibilities 


2.3.1 Director System Operations (DSO) 


Approve KPI Dashboard for System Operations and suggest additional metrics to be measured 


and tracked. Conduct monthly meeting to review metrics and identify actions. 


2.3.2 DSO Administrative Coordinator 


Shall schedule and arrange for the monthly meeting to discuss the KPIs. 


2.3.3 Manager, Energy Management (MEM) 


Shall oversee those KPIs as assigned by the DSO. This entails understanding each data 


component of the KPIs and managing staff towards improved KPI performance.  


2.3.4 Manager, Control Center Operations (MCCO) 


Shall oversee those KPIs as assigned by the DSO. This entails understanding each data 


component of the KPIs and managing staff towards improved KPI performance. 


2.3.5 Manager, Control Center Support (MCCS) 


Shall oversee those KPIs as assigned by the DSO. This entails understanding each data 


component of the KPIs and managing staff towards improved KPI performance. Additionally, as 


performance is directly in the span of this manager’s purview, the MCCS is responsible for 


generating the KPI reports. 


2.3.6 Project Director (PD) 


Shall oversee those KPIs as assigned by the DSO. This entails understanding each data 


component of the KPIs and working with other staff as may be delegated for those roles. 
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3.0 Procedure   


3.1 Defining and Ownership 


The MCCS shall present a comprehensive list of the System Operations’ KPIs to the DSO for 


approval. The DSO shall approve the set and definition of the KPIs. 


3.1.1 KPI Generation and Management 


The MCCS shall:  


• Develop methods to generate KPI data, develop an historical database, maintain 


historical performance trends of each KPI and retain this data as baseline 


performance. 


• Research KPIs for similar utilities and develop a minimum acceptable 


performance level or each KPI. 


• Develop visual graphic displays to illustrate System Operations’ performance in 


each of the KPI Dashboard and gain approval of the Director System Operations. 


• Update each KPI data monthly or as appropriate. 
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3.1.2 KPIs 


The KPI list includes the following: 


• Safety – Power System Work Standards:  


o Measures the number of incidents requiring the Operator-in-Charge to 


perform an investigation.  


o Goal is to trend to zero investigations. 


o Benefit is that with strict adherence to switching and tagging procedures, 


overall field personnel safety will be improved. 


o Responsible Executive is DSO, KPI Lead Manager is MCCO. 


 


• Safety – Switching Incidents: 


o Measures the number of Switching Incidents on BPS. 


o Goal is to trend to zero Incidents. 


o Benefit is improved safety for field switching personnel, fewer unplanned 


outages, improved system reliability. 


o Responsible Executive is DSO, KPI Lead Manager is PD. 


 


• Load Forecasting – Short Term (1-7 days) Load Forecasting:  


o Compares Forecasted Load in MW versus Actual Load in MW.  


o Goal is to have Forecasted Load within 5% of Peak Actual Load. 


o Benefit is that Shift Engineers will be able to efficiently and effectively plan 


and schedule outages, and generation usage.  
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o Responsible Executive is DSO, KPI Lead Manager is MCCO. 


• Data Management – SCADA Data Point Health 


o Measures percent of operational SCADA data points on 230kv, 115kV, 38kV 


and Distribution. 


o Goal is to have 100% of SCADA Data Points operational. 


o Benefit is increased real time data for System Operations to inform 


operational decisions and increased operational control of Bulk Power 


System and BPS Elements. 


o Responsible Executive is DSO, KPI Lead Manager is MCCS. 


 


• Merit Order – Number of Days Actual Cost of Generation is within 5% of Scheduled 


Cost:  


o Tallies the Number of Days per Month Actual Generation is Within 5% of 


Scheduled Generation Cost. 


o Goal is 15 days per Month where Actual is within 5% of Scheduled. 


o Benefit is lower cost for Generation, lower cost to utility customers and 


increased flexibility for Shift Engineers for day-to-day operations. 


o Responsible Executive is DSO, KPI Lead Manager is MEM. 
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• Transmission Line Configuration:  


o Measures: Days per Month when 2 or more Same Voltage Lines are out of 


Configuration for 230kV, 115kV, and 38kV Transmission Lines.  


o Goal is to reduce occurrence to at most 5 days per month for each voltage. 


o Benefit is improved Bulk Power System capabilities for effective day-to-day 


operations. 


o Responsible Executive is DSO, KPI Lead Manager is MCCO. 


• Grid Reinforcement Initiative:  


o Measures: Number of Transmission Elements Not in Operation by Category.  


o Goal is to reduce Number of Elements Not in Operation to zero. 


o Benefit is System Operations will have a more robust Bulk Power System to 


operate in order to balance frequency and voltage improving system 


reliability and safety. 


o Responsible Executive is DSO, KPI Lead Manager is MCCS. 


• Generation Reserves in Compliance - Average Daily Generation Reserves Measured 


Daily: 


o Measures: Daily amount of Controlled Reserves in MW and Daily amount of 


Spinning Reserves (Per Policy on Reserves). This is set at the Largest 


Generation Unit online. 


o Goal: is to have 300MW of Controlled Reserves and Spinning Reserves 


equal to the Daily Largest Generation Unit online. 


o Benefit is System Operations will have increased operational capabilities to 


fully carry total system load as transient events and forced outages occur.  
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o Responsible Executive is DSO, KPI Lead Manage is MEM. 


• Transmission & Distribution Corrective Maintenance Work Orders Backlog 


o Measures: Monthly Backlog of Corrective Maintenance Work Orders.  


o Goal: is a downward trending of the monthly total number of outstanding 


Corrective maintenance work orders. 


o Benefit is increased capacity and operational flexibility in BPS and lower 


incidence of unplanned outages. 


o Responsible Executive is DSO, KPI Lead Manager is MCCS. 


• Training - System Operations Training and Certification  


o Measures: Monthly Percentage of System Operations, Completion of 


General Training and Monthly Percentage Certified for Job Responsibility. 


o Goal is to complete accurately track training program and certifications.  


o Benefit is to have all System Operation personnel fully trained and certified 


for their job responsibility, thus having increased availability and job 


effectiveness. 


o Responsible Executive is DSO, KPI Lead Manager is MCCO. 


• Staffing Levels - Expected FTE’s versus Actual FTE’s 


o Measures: Monthly Expected Full Time Employee Equivalents versus Actual 


Full Time Employee Equivalents. 


o Goal is to have Actual Full Time Equivalents Equal Expected. 


o Benefit is reduced overtime hours and employee expenses. 


o Responsible Executive is DSO, KPI Lead Manager is MEM. 
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• Overall System Outage Duration – SAIDI 


o Measures: The Monthly Average Duration of Outages across the overall BPS 


in Minutes. 


o Goal is a downward trending monthly duration number. 


o Benefit is increased customer electric service reliability and increased 


customer electric sales. 


o Responsible Executive is DSO, KPI Lead Manager is MCCS. 


• Critical Loads Outage Duration – SAIDI applied to lines with Critical Loads 


o Measures: Number of Minutes Average Duration of Outages per Month on 


lines with Critical Load Customers. 


o Goal is a downward trending monthly duration number. 


o Benefit is reduction in complaints by Critical Load customers which may 


include those with medical conditions requiring electrical equipment. 


o Responsible Executive is DSO, KPI Lead Manager is MCCS. 


• Overall System Outage Frequency – SAIFI 


o Measures: Frequency of Outages Greater than 5 Minutes per Month 


o Goal is a downward trending monthly frequency number. 


o Benefit is fewer customer calls, decrease in field operator dispatching. 


o Responsible Executive is DSO, KPI Lead Manager is MCCS. 
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3.2 Monthly KPI Review 


On a monthly basis, the leadership team and key staff members shall meet to review and discuss 


the KPIs.  


3.2.1   Schedule KPI Meeting 


The DSO Administrative Coordinator schedules and communicates KPI meeting date.   


3.2.2   KPI Review 


Each manager shall report out on the KPIs that they are assigned as KPI Lead Manager. Team 


shall discuss each KPI as needed during the meeting.  


3.3  KPI Meeting Action Items 


Action items from KPI Meeting shall be assigned with a due date and responsible party. 


3.3.1 Meeting Records 


The DSO Administrative Coordinator shall record all Action Items from KPI meeting and distribute 


list to DSO and KPI Lead Managers for follow up. 


3.3.2 Completion of Action Items 


Each Lead Manager shall address each Action Item before the following Monthly KPI meeting 


date. 
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3.4 Updating KPIs 


Each month the KPIs shall be updated to include the current data. The maintenance and revision 


of KPIs shall be generated prior to the monthly meeting.   


3.4.1 KPI Database 


The MCCS shall be responsible to maintain the KPI Database, KPI Reporting, to perform the KPI 


Data Collection and to implement all monthly data updates/revisions to the KPIs. 
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Appendix A: Glossary 
Term Definition 


CAIDI Customer Average Interruption Duration Index (CAIDI) measures the average 


length of time an interrupted customer is without power during a predefined 


period of time. 


SAIDI System Average Interruption Duration Index (SAIDI) measures the average 


length of time customers are without power during a predefined period of 


time. It is commonly measured in minutes or hours of interruption. SAIDI is 


one indication of overall system reliability because it incorporates the impact 


of frequency and duration of outages on the total customer base.  


SAIFI System Average Interruption Frequency Index (SAIFI) measures the average 


frequency or number of times customers experience a sustained interruption 


of service during a predefined period of time. 


Key Performance 
Indicator 


Quantifiable measures used to evaluate the success of an organization, in 


meeting objectives for performance. 
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Appendix B: Procedure Cross-Reference 
Matrix 
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1.0 Executive Summary  


2@AK� 1L9C=@GD<=J� + 9F9?=E =FL� HJG; =<MJ=� D9QK� GML� L@=� KL=HK� L@9L� 1@9DD� � : =� >GDDGO=<� LG� AFKLALML=�


9F� AF<=H=F<=FL� ; GE E ALL==� G>� 1QKL=E � - H=J9LAGFK� 9F<� AL� K� =PL=JF9D� KL9C=@GD<=JK� � 2@=�


1L9C=@GD<=J� ! GE E ALL==� OADD� : =� >GJE =<� 9F<� OADD� OGJC� LG� 9<<J=KK� E 9LL=JK� KM; @� 9K� HD9FFAF?� �


GH=J9LAGFK� � 9F<� KQKL=E � AE HJGN=E =FLK� GF� L@=� : MDC� HGO=J� KQKL=E � � 2@=� ; GE E ALL==� OADD� OGJC�


; GDD9: GJ9LAN=DQ� LG� =FKMJ=� HJGH=JL� AF>GJE 9LAGF� AK� K@9J=<� 9F<� AKKM=K� 9<<J=KK=<� L@=� 9>>=; L�


1L9C=@GD<=JK�  


2.0 Objective/Scope/Roles 


2.1 Objective 


1QKL=E � - H=J9LAGFK� 1@9DD� =KL9: DAK@� 9� 1L9C=@GD<=J� ! GE E ALL==� OAL@� 9� <=>AF=<� HD9L>GJE � >GJ�


; GDD9: GJ9LAGF� OAL@� 9DD� KL9C=@GD<=JK� GF� N9JAGMK� E 9LL=JK� L@9L� ; GFKA<=J� L@=� AFL=J=KLK� G>� L@=�


KL9C=@GD<=JK� O@AD=� HJAGJALARAF?� L@=� GN=J9DD� @=9DL@� G>� L@=�  MDC� . GO=J� 1QKL=E � � 2@AK� ! GE E ALL==�


OADD� : =� 9F� AE HGJL9FL� >9; LGJ� >GJ� L@=� KM; ; =KK>MD� AE HD=E =FL9LAGF� G>� HJG?J9E K� 9F<� AFALA9LAN=K� AF�


L@=� >MLMJ=� LG� HJGNA<=� K9>=� � J=DA9: D=� � 9F<� ; GKL� =>>=; LAN=� <=DAN=JQ� G>� =D=; LJA; � HGO=J� LG� *3 + � � K�


; MKLGE =JK�  
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2.2 Scope 


$GJ� L@AK� HJG; =<MJ=� � 1L9C=@GD<=JK� 9J=� L@GK=� L@9L� 9; LAN=DQ� H9JLA; AH9L=� AF� L@=�  MDC� . GO=J� 1QKL=E �


9K� 9F� 'FL=J; GFF=; L=<� $9; ADALQ�  � 1L9C=@GD<=JK� AF; DM<=� L@=JE 9D� ?=F=J9LAGF� � KAE HD=� ; Q; D=�


?=F=J9LAGF� � MLADALQ� K; 9D=� KGD9J� ?=F=J9LAGF� � MLADALQ� K; 9D=� OAF<� ?=F=J9LAGF� � MLADALQ� K; 9D=� : 9LL=JQ�


KLGJ9?=� 9F<� E 9Q� 9DKG� AF; DM<=� <=E 9F<� KA<=� J=KGMJ; =K� 9F<� NAJLM9D� HGO=J� HD9FLK�  1QKL=E �


- H=J9LAGFK� 1@9DD� KGDA; AL� ; 9F<A<9L=K� 9F<� 9HHGAFL� E =E : =JK� LG� >GJE � L@=� 1L9C=@GD<=J� ! GE E ALL==�


9F<� H9JLA; AH9L=� AF� L@=� 1L9C=@GD<=J� ! GE E ALL==� E ==LAF?K� L@9L� OADD� G; ; MJ� GF� 9� H=JAG<A; � GJ� 9K�


F==<=<� : 9KAK�  


2.3 Roles and Responsibilities 


2.3.1System Operations Representatives�  


� HHGAFL=<� J=HJ=K=FL9LAN=K� >JGE � 1QKL=E � - H=J9LAGFK� 1@9DD� � AFALA9L=� 9F<� D=9<� L@=� 1L9C=@GD<=J�


! GE E ALL==� AF; DM<AF?� L@=� HJG; =KK=K� � E =E : =JK@AH� 9HHJGN9D� � 9?=F<9� 9F<� GN=J9DD� >9; ADAL9LAGF� G>�


L@=� ; GE E ALL==�  


2.3.2 Stakeholders Appointed Representatives 


� HHGAFL=<� J=HJ=K=FL9LAN=K� LG� L@=� ! GE E ALL==� L@9L� 9; LAN=DQ� H9JLA; AH9L=� AF� L@=�  MDC� . GO=J�


1QKL=E � 9K� 9F� 'FL=J; GFF=; L=<� $9; ADALQ� � AF; DM<AF?� L@=JE 9D� GJ� J=F=O9: D=� ' . . K� � GJ� L@GK=� L@9L�


H9JLA; AH9L=� AF� " =E 9F<� 1A<=� . JG?J9E K� 9F<� NAJLM9D� HGO=J� HD9FLK�   
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2.3.3 Facilitator 


2@=� " AJ=; LGJ� G>� *ME 9� 1QKL=E � - H=J9LAGFK� 1@9DD� � 9HHGAFL� GF=� GJ� E GJ=� AF<ANA<M9DK� >JGE � 1QKL=E �


- H=J9LAGFK� LG� >9; ADAL9L=� L@=� AFALA9LAGF� 9F<� ; J=9LAGF� G>� L@=� 1L9C=@GD<=J� ! GE E ALL==� � 2@=�


$9; ADAL9LGJ� OADD� @9N=� 9� H=JE 9F=FL� JGD=� AF� =FKMJAF?� L@=� KM; ; =KK� G>� L@=� ; GE E ALL==� : Q� D=9<AF?� L@=�


E =E : =JK� AF� <=>AFAF?� L@=� HJG; =KK=K� 9F<� 9?=F<9� G>� L@=� ! GE E ALL==� � 2@=� $9; ADAL9LGJ� 1@9DD� 9DKG� : =�


J=KHGFKA: D=� >GJ� <J9>LAF?� 9F<� <AKLJA: MLAF?� E AFML=K� G>� E ==LAF?K�  
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3.0 Procedures 


3.1 Nomination of Inaugural Stakeholder Committee  


� � KGGF� 9K� AK� HJ9; LA; 9D� � *3 + � � 1QKL=E � - H=J9LAGFK� 1@9DD� J=I M=KL� =9; @� 1L9C=@GD<=J� LG� FGE AF9L=�


GF=� J=HJ=K=FL9LAN=� >JGE � =9; @� 1L9C=@GD<=J� GJ?9FAR9LAGF� � *3 + � � 1@9DD� J=NA=O� 9DD� FGE AF==K� 9F<�


E 9C=� 9HHGAFLE =FLK� LG� L@=� 1L9C=@GD<=J� ! GE E ALL==� �  


3.2 Initial Tasks to Form the Stakeholder Committee 


2@=� >9; ADAL9LGJ� 1@9DD� ; 9DD� L@=� >AJKL� � 1L9C=@GD<=J� ! GE E ALL==� E ==LAF?� 9F<� 1@9DD� ; J=9L=� OAL@� L@=�


1L9C=@GD<=J� ! GE E ALL==� 9; LAGF9: D=� L9KCK� 9K� <==E =<� F=; =KK9JQ� : Q� L@=� ; GE ALL==�  


3.2.1 Facilitation 


*3 + � � K� J=HJ=K=FL9LAN=� LG� L@=� 1L9C=@GD<=J� ! GE E ALL==� 1@9DD� K=JN=� 9K� L@=� >9; ADAL9LGJ� 9F<� 1@9DD� �


K=JN=� 9K� L@=� ! @9AJ� MFLAD� L@=� 1L9C=@GD<=J� ! GE E ALL==� AK� >MDDQ� GJ?9FAR=<� 9F<� @9K� ; GF<M; L=<� ALK�


>AJKL� E ==LAF?� � 2@=� >9; ADAL9LGJ� 1@9DD� K=L� L@=� 9?=F<9� >GJ� =9; @� E ==LAF?�  
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3.2.2 Self-Organizing Tasks 


2@=� >GDDGOAF?� <=; AKAGFK� 1@9DD� : =� E 9<=� : =>GJ=� ; GF<M; LAF?� GL@=J� : MKAF=KK� : Q� L@=� 1L9C=@GD<=J�


! GE E ALL==�  


3.2.2.1 Sub-committees and Stakeholder Committee Officers 


2@=� E =E : =JK� 1@9DD� � <=; A<=� O@9L� KM: � ; GE E ALL==K� 9F<� G>>A; =JK� � A>� 9FQ� � 9J=� J=I MAJ=<�  


3.2.2.2 Meeting structure and governance 


2@=� E =E : =JK� 1@9DD� <=; A<=� @GO� L@=� E ==LAF?K� OADD� : =� ; GF<M; L=<� � =� ? � � � 0G: =JL� K� 0MD=K� G>�


- J<=J� � � 2@=� E =E : =JK� 1@9DD� 9DKG� <=; A<=� O@9L� E 9LL=JK� ; 9F� : =� : JGM?@L� : =>GJ=� L@=�


; GE E ALL==� 9F<� @GO� L@=Q� ; 9F� : =� : JGM?@L� 9F<� @GO� <=; AKAGFK� 9J=� E 9<=� 9F<� @GO� L@=Q�


OADD� : =� NGL=<� MHGF�  


3.2.2.3 Frequency of meetings 


1L9C=@GD<=J� ! GE E ALL==� 1@9DD� <=; A<=� GF� L@=� >J=I M=F; Q� G>� J=?MD9J� E ==LAF?K� � K=L� L@=�


<9L=� G>� L@=� F=PL� E ==LAF?� � 9F<� <AK; MKK� 9� E =; @9FAKE � >GJ� AFL=JAE � E ==LAF?K� A>� J=I MAJ=<� � 'L�


AK� J=; GE E =F<=<� L@9L� L@=� 1L9C=@GD<=J� ! GE E ALL==� K@GMD<� E ==L� : A� 9FFM9DDQ� 9L� 9�


E AFAE ME �  


3.2.3 Initial Agenda 


2@=� $9; ADAL9LGJ� 1@9DD� HJ=K=FL� L@=� 9?=F<9� >GJ� L@=� AFALA9D� E ==LAF?� 9F<� =FKMJ=� L@=� K=D>� GJ?9FARAF?�


L9KCK� A<=FLA>A=<� AF� 1=; LAGF� �� �� �� @9N=� : ==F� ; GE HD=L=<� : =>GJ=� >G; MKAF?� GF� GL@=J� OGJC� HJGHGK=<�


: Q� L@=� ; GE E ALL==� E =E : =JK�  
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3.2.4 Conducting the inaugural meeting 


2@=� $9; ADAL9LGJ� 1@9DD� ; GF<M; L� L@=� AFALA9D� E ==LAF?� � 9HHGAFLAF?� L@=� 9HHJGHJA9L=� KM: � ; GE E ALL==K�


9F<� JGD=K� � =� ? � � � ! GE E ALL==� ! @9AJ� � 1M: � ! @9AJ� 9F<� 1=; J=L9JQ� � �  


3.2.5 Record keeping and reporting 


+ AFML=K� G>� =9; @� E ==LAF?� 1@9DD� : =� C=HL� 9F<� K@9J=<� OAL@� *3 + � � 1QKL=E � - H=J9LAGFK� 9F<� =9; @�


1L9C=@GD<=J� ! GE E ALL==� E =E : =J� � � ; LAGF� AL=E K� 1@9DD� � : =� ; D=9JDQ� <=>AF=<� AF; DM<AF?� L@=�


AF<ANA<M9D� J=KHGFKA: D=� 9F<� <=9<DAF=K�  


3.3 Conducting the Ongoing Business of the Committee 


1M??=KL=<� LGHA; K� ; GFKA<=J=<� LG� : =� 9HHJGHJA9L=� E 9LL=JK� >GJ� L@=� 1L9C=@GD<=J� ! GE E ALL==�


AF; DM<=�  


• System improvements to the BPS  


• Operational matters 


• Capacity and planning related issues 


• Safety matters 


• New members 


 


  







  


STAKEHOLDER MANAGEMENT 
 


9 


Appendix A: Glossary 
Term Definition 


Self-Organizing Tasks  Tasks that need to be done in order to form a functioning Stakeholder 


Committee. 


 


External Stakeholder A Stakeholder that is outside of the LUMA organization 
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1.0 Executive Summary  


This document shall provide an overview of Electrical Generation Reserves and explain why reserves 


are important. It will name and define the types of Reserves, define each Reserve policy, and provide 


procedures for the System Operator to utilize reserves when changing or unexpected generation supply 


conditions potentially impact the Bulk Power System. 


1.1 Overview of Electrical Generation Reserves 


Electrical Generation Reserves are pre-identified Interconnected Generation Units or capacity that can be 


called into service to respond to system condition changes without impairing system safety, stability and 


reliability. 


The Reserves are divided into 2 groups, Operating and Contingent, with the time required to supply 


power online being the main distinction. There are three types of Operating Reserves: Controlled, 


Spinning and Fast Start. All Operating Reserves are available to supply online generation within 10 


minutes or less. The Contingent Reserves are available to supply online generation beginning at 10 


minutes up to 30 minutes. 


The Operating Reserve Policy is as follows:  


 Controlled Reserves set to 300MW 


 Spinning Reserves set to the largest online generation unit capacity 


 30% of the total online generation from North Area Generation Units 


The Reserves discussed in this Policy are resources the System Operator utilizes to meet real time 


generation supply changes to the Daily Load Forecast to: 


 Regulate system frequency (Controlled) 


 Maintain system voltage (Controlled) 


 Replace the loss of the largest online generation unit (Spinning) 
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 Add additional generation as System Load is approaching Peak Forecasted Load (Fast Start)  


 Relieve fast start high-cost peaking generation units (Contingent) 


 Relieve Spinning Reserve Units that were placed online to restore the Spinning Reserves capability 


(Contingent) 


(See Appendix B – Policy on Reserves Flowchart and Appendix C – Calculations of Reserves for a 


graphic representation of this information.) 


2.0 Objective/Scope/Roles 


2.1 Objective 


This procedure provides information and steps to effectively manage Electrical Generation Reserves that 


are approved by system operations. Electric Generation Reserves, including current reserve policies, are 


key factors for operating under a G-1, loss of a generating unit. The goal is to effectively manage 


Reserves to mitigate system instability which can cause problems such as personnel injury, damage to 


equipment, and customer outages.  


This procedure shall enable system operations to schedule dependable Reserves to respond to a 


contingency without impairing system safety, stability and reliability. 


2.2 Scope 


This procedure outlines reserve policy requirements for Operating Reserves and Contingent Reserves. It 


defines the specific roles and responsibilities that allow for the execution of this procedure based on short 


term (0-3 years) horizon.  


System operations establishes a reserve requirement. Future reserve requirements related to proposed 


interconnection of new renewable projects and utility scale batteries and the planned retirement of 


existing fossil interconnected facilities shall be adjusted per the Resource Adequacy Assessment 


Procedure.  
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2.3 Roles and Responsibilities 


The following roles are essential to the effective management of Reserves: 


2.3.1 Director System Operations (DSO) 
Reviews a monthly report from system operations and takes any required steps to ensure 


system reliability. 


2.3.2 Manager, Control Center Operations (MCCO) 


The MCCO is responsible for the oversight of the Reserve Policies for system operations. 


2.3.3 Manager, Energy Management (MEM)  


The MEM is responsible for establishing and justifying reserve requirements and implementing this Policy 


on Reserves procedure. 


2.3.4 Senior Shift Engineer (SSE) 
• The SSE is responsible for providing operating system status updates prior to each shift 


• Approves the daily list of scheduled Interconnected Generation Facilities developed by Shift 


Engineer (SE) based on the Peak Forecasted Load 


• Prepares a detailed monthly report for the DSO. The report will show the number of reserve 


exceptions for each type of reserve. 
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2.3.5 Shift Engineer (SE) 
• The SE reviews a daily report from each Interconnected Facility noting generation capability and 


a daily load forecast from the MEM  


• Develop a daily schedule of Interconnected Generation Facilities based on the Interconnected 


Facilities Capabilities Procedure and the daily load forecast 


• Prepares a pre-shift turnover with operating system status updates 


• Check and review SCADA screens on hourly basis.  


• Prepare a monthly report for the DSO. 


2.3.6 Generation Facility Operator (GFO) 


The GFO communicates in accordance with Interconnected Facilities Capabilities Procedure to allow for 


system operations personnel to implement this procedure. 


2.3.7 GFO Back Up 


The GFO Back Up is the Interconnected Facilities designated back up to the GFO. 


  







  


POLICY ON RESERVES 
 


7 


3.0 Procedure 


3.1 Overview 


There are two types of Reserves outlined in this procedure document: 


 Operating Reserves are reserves that can be online within 10 minutes. There are three types of 


Operating Reserves described in this procedure: Spinning, Controlled, and Fast Start.  


 Contingent Reserves are reserves that can be online after 10 minutes and within thirty (30) minutes. 


Control center operations sets the reserve set points and alarms in SCADA as described next in the 


reserve policy. 


3.2 Reserve Policy 


The MEM shall regularly review all electrical generation reserve requirements. The reserve set points and 


alarms in SCADA will include the following: 


 The Controlled Reserves shall be set to a megawatt (MW) setting based on the ability to recover from 


frequency and voltage disruptions. 


 The Spinning Reserves shall be set to the largest online generator unit capacity plus 25% of the 


largest online generation unit currently operating. 


 30% of the total online generation shall be from North Area Generation Units. 


(See Appendix B – Policy on Reserves Procedure Flowchart and Appendix A3 – Calculations of Reserves 


for a representation of this information.) 
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3.3 Reserve Utilization 


This document describes the following steps for utilizing Reserves effectively: 


 Spinning Reserves 


 Controlled Reserves 


 Fast Start Reserves 


 Contingent Reserves 


 Reserve exceptions 


 Policy on Reserves future considerations 


3.3.1 Spinning Reserves 


OVERVIEW 


The SE receives an up-to-date daily report from each Interconnected Facility noting the Generation 


Capability of each unit and facility in accordance with the Interconnected Facilities Capabilities Procedure. 


(See Appendix E – Procedure Reference Matrix for a list of procedures related to this one.) 


The SE receives a load forecast report in accordance with the Load Forecasting Procedure from the MEM   


with the daily load forecast for that day.  


The SE refers to the Interconnected Facilities Capabilities Procedure and the Load Forecast Procedure 


and develops a schedule of Interconnected Generation Facilities with a set of planned reserves, as 


approved by the SSE, as follows.  


 The SE requires Spinning Reserves equal to the largest Interconnected Generating Unit. At this setting 


if the largest Interconnected Generating Unit were to trip offline, the quantity of Spinning Reserves 


would be adequate to allow the electrical system to recover without other Generating Units needing to 


be commissioned/synchronized to the electrical grid for recovery.  
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 The SE calculates whether the Spinning Reserves have been satisfied during every shift. The number 


of Spinning Reserves is entered into the system operations control room logbook. If the Spinning 


Reserves are less than the largest Interconnected Generation Facility, the SE notifies the MCCO of 


the deficiency and communicates with all Interconnected Generating Facilities to determine if 


additional Spinning Reserves are available and resets the system operations Spinning Reserves set 


points to conform with the system operations Outage Planning policy. Alternatively, the MCCO 


approves operating outside this Operating Reserves Procedure. It is not advisable to enter this 


condition close to peak load forecast within 2 hours before sunset as renewables typically come off-


line at this time. Future Spinning Reserves requirements are addressed in the Resource Adequacy 


Planning Procedure. 


SPINNING RESERVES 


The SSE and SE shall: 


 Perform pre-shift turnover with operating system and Electrical Generation Reserve status updates. 


 Review SCADA screens and note the following: 


 Interconnected Facility units that are online 


 Online Interconnected Facility generation units used 


 System Load total in MW 


 System available capacity in MW 


 System calculated Spinning Reserves in MW 


 System calculated Controlled Reserves in MW 


 System Max. online capacity 
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 Review the following SCADA screens: 


 Individual Unit data by Asset Classification such as Steam, Combined Cycle, Gas Turbines, Hydro, 


Cogeneration and Renewables 


 Individual Unit data includes Actual Generation, Maximum Capacity Limit, Available Capacity Mode 


and cost per kWh 


 Perform the following tasks during the review: 


 Review daily load forecast per the Load Forecast Procedure. 


 Review the weekly load forecast per the Load Forecast Procedure. 


 Review the historical system generation data for similar date and time. 


 Determine the real time electric system overview condition.  


 Identify the largest Generation Unit Online to determine the current daily Spinning Reserves 


requirement. 


 Determine if the SCADA system Spinning Reserves amount is equal to the largest generation online 


amount.  


 Calculate any shortfall amount in Spinning Reserve. 


 Document any shortfall conditions in the control room logbook. 


 Contact Interconnected Facility with online Spinning Reserves Units to see if there is capability to 


increase available generation capacity on their unit. 


 Perform hourly comparisons between SCADA Spinning Reserves and hourly load forecasts to 


determine if any adjustments to Spinning Reserves are needed. 


 Document adjustments based upon the hourly comparisons in the control room logbook. The Manager 


Control Center Operations shall manage the reserve exceptions. 
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3.3.2 Controlled Reserves 


OVERVIEW 


The MCCO sets Controlled Reserves at a megawatt level. The Controlled Reserves is the amount of 


Automatic Generator Control (AGC) capability available at any one time. It is calculated by adding the 


total amount of generation capability online less the amount of actual generation from these units and 


illustrated as follows: 


Generation w/AGC Max - Generation w/AGC Actual = Generation Controlled Reserves 


The online generation capacity that is devoted to providing the fast up and down balancing service 


controlled by the AGC. In this capacity, this generation is capable to increase output in response to a 


decline in frequency and decrease output in response to an increase in system frequency. 


CONTROLLED RESERVES PROCEDURE 


The SE and SSE have responsibilities for Controlled Reserves as follows: 


 The SE and SSE shall perform pre-shift turnover with operating system status updates. 


 The SE shall check and review SCADA screens for the following: 


 Online Interconnected Facility Units  


 Generation usage for online Interconnected Facility units  


 System Load total in MW 


 System Available Capacity in MW 


 System calculated Spinning Reserves in MW 


 System calculated Controlled Reserves in MW  


 System Maximum Online Capacity 


 Total amount of Controlled Reserves 
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 The SE shall check and review the SCADA screen noting the following: 


 Total MW under the Controlled Reserves heading  


 Generating Units ON REG (Units that are on automatic, AGC, regulation and their regulated MW) 


 The SE shall note the following on the SCADA screen titled AGC:  


 Generating Units ON REG and the range of regulation for each unit 


 The amount of Controlled Reserves, which should add up to the preset Policy amount of 300 MW  


 The SE shall perform an hourly SCADA Controlled Reserves comparison against hourly load 


forecasts to determine if any adjustments to Controlled Reserves are needed. 


 The SE shall document adjustments based on hourly comparisons in the control room logbook.  


 The MCCO shall manage the reserve exceptions. 


3.3.3 Fast Start Reserves 


OVERVIEW 


Fast Start Reserves are units available to be placed online within 10 minutes. They are gas-fired, turbine 


peaking units ranging in capacity from 16MW to 77MW on the Bulk Power System (BPS).  


The SE and SSE evaluate available Fast Start resources based on daily SCADA input. The MCCO 


establishes the amount of Fast Start Reserves available as Operating Reserve that can be utilized if the 


Spinning Reserves level at the time of a loss of the largest generation unit event not adequate to replace 


the loss. Additionally, Fast Start Reserves can be added online as System Load is approaching Peak 


Forecasted Load. 
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FAST START RESERVES PROCEDURE 


The SE and SSE have responsibilities for Fast Start Reserves as follows: 


 The SE shall perform pre-shift turnover using operating system and Electrical Generation Reserve 


status updates. 


 The SE Shift shall check and review SCADA screens for the following: 


 Online Interconnected Facility Units 


 Online Interconnected Facility Unit’s generation used 


 System Load total in MW 


 System Available Capacity in MW 


 System Spinning Reserves in MW 


 System Controlled Reserves in MW 


 System Max. Online Capacity   


 Unit Control – Gas Turbines 


 AGC Availability – Unit Summary 


 The SE shall calculate if the Spinning Reserves alone are sufficient to replace the loss of the largest 


online generating Unit.  


 If yes, do nothing. 


 If no, calculate the amount of Fast Start Reserves units necessary to comply with the Policy.  


 If unable to comply with the policy, notify the supervisor. 


 The SE shall document the amount of Fast Start Reserves and include any amount designated to 


replace the Spinning Reserves shortfall in the control room logbook.  


 The MCCO shall manage the reserve exceptions. 
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3.3.4 Contingent Reserves 


OVERVIEW 


Contingent Reserves are the units that are available but not currently online. Contingent Reserves are 


calculated by subtracting Max. online Capacity and Fast Start Reserves from Available Capacity.  


Contingent Reserves = Available Capacity – Max. online capacity – Fast Start Reserves 


The longer start time generating units are typically used to relieve the Spinning Reserves that have been 


placed online during a contingency event. The goal when bringing the Contingent Reserves online is to 


restore the Operating Reserve (in this case, the Spinning Reserve) back to its pre-contingency or normal 


Spinning Reserves levels as defined in this procedure. Additionally, Contingent Reserves are also used to 


replace Fast Start Reserves when the Fast Start Reserves are used to supplement the Spinning 


Reserves and fulfill the required loss of largest generation Unit. 


The Interconnected Facilities Capabilities Procedure shall provide all pertinent information on each 


interconnected generation facility to allow the Manager to develop daily, weekly, and long-term reserve 


plans.  


The SE shall require all Interconnected Facilities to report their specific capabilities on a regular basis 


including but not limited to the following: 


 Ramp rate 


 Heat rate throughout dispatch curve 


 Valid dispatch curve for interconnected facility throughout its full range of operation 


 Cold, warm and hot start time 


 Cost 


 Fuel inventory 
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CONTINGENT RESERVES PROCEDURE 


The SE shall do the following hourly: 


 Check and review SCADA screens for the following: 


 Online Interconnected Facility units 


 Generation usage for online Interconnected Facility units  


 System Total Load in MW 


 System Available Capacity in MW 


 System Spinning Reserves in MW 


 System Controlled Reserves in MW 


 System Maximum Online Capacity   


 Unit Control – Gas Turbines 


 AGC Availability – Unit Summary 


 Subtract the Maximum Capacity online and Fast Start Reserves from Available Capacity to determine 


available Contingent Reserves in MW. 


 Perform a planning exercise for the worst-case scenario — that is, the loss of the largest generating 


unit.  


 Utilize the AGC: Availability SCADA screen to determine units with available Generation Capacity but 


without Actual Generation. These units are the Contingent Reserves for the current day and time. 


 Plan hypothetically which units should replace the Spinning Reserves MW that would be dispatched 


during the loss of the largest generation unit. 


 Determine if Contingency Reserves meet policy requirements — that is, are equal to the largest unit 


online to restore the Spinning Reserves called up during the loss of the largest generation unit. 
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 Document the Contingent Reserves level in the control room logbook, noting any shortfall, if one 


exists. If a shortfall exists, the SE notifies the supervisor on duty. The MCCO manages reserve 


exceptions. 


 Contact Interconnected Facilities with available but offline capacity Contingent Units to see if there is 


any capability to increase available generation capacity on their unit. 


3.3.5 Reserve Exceptions 


OVERVIEW 


Recording and reporting Reserve exceptions documents the frequency, magnitude, and duration of 


instances when reserve levels are not maintained. This information is used to plan future Electrical 


Generation system enhancements.  


RESERVE EXCEPTIONS PROCEDURE 


The SE and SSE shall: 


 Prepare a monthly control room logbook exception report by the fifth day of the following month. The 


report shall include the following: 


 Daily reserve exception statistics 


 Monthly statistics showing the total number of reserve exceptions for each type of reserve; the total 


duration of all summed exceptions in each type of reserve; the total number of days in the month 


that each reserve is in an exception condition. 


 Summary statement characterizing each reserve and the impact the exceptions had on SE  and its 


ability to operate the BPS without impairing system safety, stability, and reliability. 


 Submit the monthly report to the DSO. 
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Appendix A: Glossary 
Term Definition 


Actual Generation The output from a generator unit that is serving load. Term can also apply to 


the sum of all Interconnected Generator Units generation outputs. 


Automatic Generator 
Control (AGC) 


A computerized system that helps calculate the required parameters or 


changes to optimize the operation of generation units. The automatic 


generation control software uses real-time data such as frequency, actual 


generation, tie-line load flows, and the plant unit controller status to provide 


automatic electrical generation changes. 


SOP Definition: AGC is a system for adjusting the power output of multiple 


generators at different power plants in response to changes in the overall 


system load.  AGC is used in real-time control to match the area generation 


changes to area load changes to keep frequency at nominal value.  For 


successful operation of the power system, the load must be fed with constant 


voltage and frequency. 


Available Capacity The sum of all Interconnected Generation capacity currently available 


including online serving load, online but not under load, and offline but 


available to placed online within the designated start up time. 


Contingent Reserve The generation capacity that is available but not online. Contingent Reserves 


is used to relieve Spinning Reserves in the event of a loss of the largest 


online generating unit. Contingent Reserves is also used to relieve Fast Start 


Reserves. 


SOP definition: The synchronized and non-synchronized generation, 


available in a short period of time (30 minutes or less), to allow for the system 


to recover from either a unit trip, voltage event or frequency event.  Some 


System Operators require contingency reserves equal to one-times the 


largest generator. 


Contingent Units The Interconnected Generation Facility (Interconnected Facility) units that 


have been designated for the current or daily operating shift as those 


available but not online generation units that shall act in a Contingent 


Reserves capacity. 
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Term Definition 


Controlled Reserves The online generation capacity that is devoted to providing the fast up and 


down balancing service controlled by the Automatic Generator Control 


(AGC). In this capacity, this generation is capable to increase output in 


response to a decline in frequency and decrease output in response to an 


increase in system frequency. 


Electrical Generation 
Reserves 


The combination of Operating Reserves and Contingent Reserves. 


Fast Start Reserves The generating units available to be placed online within 10 minutes. They 


are gas-fired turbine peaking units, currently ranging in capacity from 16MW 


to 77MW. 


Future Operating 
Reserves 


The generation needed as capable of supplying future Operating Reserve 


function capabilities, as identified by the Resource Adequacy Assessment 


Procedure. 


High Operating Limit The maximum generation level that a generator unit produces operating with 


Automatic Generation Control (AGC). 


Interconnected 
Generation Unit 


The system generating unit that is connected via transmission lines to the 


LUMA electrical grid. 


Interconnected 
Generation Facility 
(Interconnected 
Facility) 


The facility that contains or houses an interconnected generation unit. 


Interconnected 
Facility  


Interconnected Facility means any generation produces or energy storage 


facility that releases stored power to the bulk power system. 


Reserve Policy  Refers to specific policies related to LUMA Energy, Inc. procedures and 


policies related to Policies on Reserves included as a System Operations 


Principles Procedure. 


Maximum Capacity 
Limit 


The total online generation capacity of an Interconnected Generation Unit. 


This term displays as Max. Online Capacity on the AGC Unit Overview 


SCADA screen. 


North Area Generation 
Units 


The generation units in the following facilities: Cambalache, Palo Seco, San 


Juan, Vega Baja, and sometimes Mayaguez. 







  


POLICY ON RESERVES 
 


19 


Term Definition 


On-Control A term in SCADA indicating that the Generator Unit is controlled by the 


Automatic Generator Control. 


On-Reg A term in SCADA indicating that the Generator Unit is controlled by the 


Automatic Generator Control and which also allows the System Operator to 


have remote control. 


Operating Reserve The combination of Spinning Reserves, Controlled Reserves and Fast Start 


Reserves. All Operating Reserves are fully responsive within 10 minutes. 


SOP: Capacity that currently is not being used but that can be quickly 


available for the unexpected loss of generation. 


Peak Forecasted Load A daily report from the System Operations Study Department that forecasts 


the peak load for the daily period of the report per the Load Forecasting 


procedure. 


SCADA An acronym for the Supervisory Control and Data Acquisition computer 


system. It is a system of computer-aided tools used by operators of electric 


utility grids to monitor, control, and optimize the performance of the 


generation or transmission system. 


Spinning Reserve Spinning reserve is defined as unloaded generation that is rotating in 


synchronism with a utility-grid, i.e., the spinning generator is rotating at a 


speed that will produce power at precisely the same frequency as the 


frequency of the grid power.  A generation load that is online, begins 


responding immediately, and is fully responsive within 10 minutes. 


System Load The total amount of MW being supplied by the Transmission System to serve 


all customers’ electrical needs or load. 


Unit A single generator that may be part of a multiple-generator plant ‘s facility. 
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Appendix B: Policy on Reserves Procedure 
Flowchart 
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Appendix C: Calculations of Reserves 
Electrical Generation Reserves = Available Capacity – Total Load 
From Exhibit 1    D = A - C 


Electrical Generation Reserves = Operating Reserves + Contingent Reserves  
From Exhibit 1    D = E + F 


Operating Reserves = Controlled Reserves + Spinning Reserves + Fast Start Reserves  
From Exhibit 1    E = G + H + I 


Electrical Generation Reserves = Controlled Reserves + Spinning Reserves + Fast Start Reserves + 
Contingent Reserves  
From Exhibit 1    D = G + H + I + F 


The Electrical Generation Reserves above are equivalent equations that utilize substitution 
expanding the definition of Electrical Generation Reserves. 
Available Capacity = Total Load + Electrical Generation Reserves  
From Exhibit 1    A = C + D 


Electrical Generation Reserves = Operating Reserves + Contingent Reserves  
From Exhibit 1    D = E + F 


Available Capacity = Total Load + Operating Reserves + Contingent Reserves  
From Exhibit 1    A = C + E + F 


Therefore:  
Contingent Reserves = Available Capacity - Total Load – Operating Reserves 
From Exhibit 1    F = A – C - E 


Spinning Reserves = Largest On-Line Interconnected Generation Unit Capacity   
From Exhibit 1 & Operating Reserve Policy: 
H = Largest On-Line Interconnected Generation Unit Capacity  


Controlled Reserves = 300 MW 
From Exhibit 1 & Operating Reserve Policy: 
G = 300 MW 


Fast Start Reserves = Total Amount of available but offline gas-fired turbine Interconnected Generation 
Units  
From Exhibit 1 & Operating Reserve Policy: 
I = Total Amount of Available but Offline Gas-Fired Turbine Interconnected 
Generation Units 
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Appendix D: Facilities  
SOLAR FACILITIES  
 AES Illumina (Guyama)  
 Windmar (Ponce)  
 Humacoa Solar Project (Humacoa)  
 Horizon Energy (Salinas)  
 Oriana Energy (Isabela)  
 San Fermin (Loiza)  


WIND FACILITIES 
 Puna Lima Wind Farm (Naguabo)  
 Pattern (Santa Isabel)  


LANDFILL GAS 
 Landfill Technologies (Fajardo)  
 Landfill Technologies (Tao Baja) 


OPERATING THERMAL GENERATION FACILITIES  
 San Juan (San Juan)  
 Palo Seco (Tao Baja)  
 Costa Sur (Guayanilla)  
 Aguirre (Salinas) 


HYDROELECTRIC GENERATION FACILITIES:  
 Caonillas  
 Dos Bocas  
 Garzas  
 Rio Blanco  
 Toro Negro  
 Yauco 


PEAKING FACILITIES  
 Daguao (Ceiba)  
 Aguirre (Salinas)  
 Palo Seco (Tao Baja)  
 Costa Sur (Guayanilla)  
 Jobos (Guayama)  
 Yabucoa (Humacao)  
 Vega Baja (Vega Baja)  
 Mayaguez (Mayaguez)  
 Cambalache (Arecibo) 


POWER PURCHASE AND OPERATING AGREEMENT FACILITIES 
 AES (Salinas)  
 Ecoelectrica (Guayanilla) 
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Short Term Load Forecasting               
New Facility Interconnection               
Resource Adequacy Planning               
Interconnected Facility Retirements               
Legacy T&G Demarcation               
Interconnected Facilities Capabilities               
Black Start               
Telemetry               
Cybersecurity               
Root Cause Analysis and Corrective Actions               
Public Reporting               
Performance Reporting               
Stakeholder Management               


Policy on Reserves        X        X 
Reducing Risk Exposure to Contingencies               
Critical Loads               
Load Shedding               
Contingency and System Operating Limits Response               
Energy Dispatch, Scheduling and Merit Order               
Transmission Operations               
Plant Level Communications               
Balancing Frequency and Voltage               
Demand-Side Resources (Non-Wire Alternatives)               
System Operator Training               
Scheduling Planned T&G Outages               
Forced Outage               
Outage Execution and Closeout               
Emergency Response Execution               
Emergency Response Drills               
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Short Term Load Forecasting                
New Facility Interconnection                
Resource Adequacy Planning                
Interconnected Facility Retirements                
Legacy T&G Demarcation                
Interconnected Facilities Capabilities                
Black Start                
Telemetry                
Cybersecurity                
Root Cause Analysis and Corrective Actions                
Public Reporting                
Performance Reporting                
Stakeholder Management                
Policy on Reserves                 
Reducing Risk Exposure to Contingencies                


Critical Loads                


Load Shedding                


Contingency and System Operating Limits Response                


Energy Dispatch, Scheduling and Merit Order                


Transmission Operations                


Plant Level Communications                


Balancing Frequency and Voltage                


Demand-Side Resources (Non-Wire Alternatives)                


System Operator Training                


Scheduling Planned T&G Outages                


Forced Outage                


Outage Execution and Closeout                


Emergency Response Execution                


Emergency Response Drills                
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1.0 Executive Summary  


This procedure provides direction on how to proactively monitor and react to all contingencies.  


This procedure will also instruct operators on identifying system issues to prevent them from 


becoming a contingency. 


2.0 Objective/Scope/Roles 


2.1 Objective 


This procedure will reinforce the requirement for System Operations to maintain situational 


awareness using telemetry data and field observations to assess and react optimally to avert 


contingencies from occurring. This approach is necessary to maintain the system security and 


operation and act in accordance with other procedures should the circumstances dictate. 


2.2 Scope 


This procedure is executed continuously by System Operations. It details how to continuously 


perform Contingency analysis of the system while maintaining situational awareness for 


warnings, alarms, along with other data changes and reacting to each in the appropriate manner. 


The procedure permits the Transmission Operations Center team to obtain Bulk Power System 


deficiency information from the field and to include such data in their decision making to operate 


the Bulk Power System while maintaining safety and stability while reacting optimally to a Bulk 


Power System contingency. 
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2.3 Roles and Responsibilities 


2.3.1 Manager Control Center Operations (MCCO) 


The MCCO oversees all Transmission and Interconnected Facility operations and outage 


implementation. Manages the communication of all ratings information with the Transmission 


Operating Center personnel involved in operating the BPS. Oversees the entire Control Center 


Operations and, when BPS conditions require, the MCCO shall direct the response to maintain 


and/or return to safe and stable operations. 


2.3.2 Supervisor Transmission and Generation (STG) 


The STG is directly responsible for and supervises all Transmission and Interconnected Facility 


operations including reviewing and approving and implementing outages, supervising all 


operations personnel, directs the STO, TO, SSE, SE, and oversees actions and responses to 


BPS emergencies or other anomalies that may occur.  


2.3.3 Senior Shift Engineer (SSE) 


The SSE has direct responsibility for the overall operation of the Transmission Operations Center 


(TOC). Oversees and ensures that all activities within the TOC are properly controlled and 


coordinated including the functions of the Transmission Operator (TO), the Senior Transmission 


Operator STO and the Shift Engineer (SE). The SSE also consults on all planned outages to 


Interconnected Facilities. 


2.3.4 Shift Engineer (SE) 


The SE has direct responsibility for the operation and integration of the generation connected to 


the overall electrical system. The SE oversees load dispatching of the generation as well as 


managing scheduled outages to Interconnected Facilities. The SE is also responsible for the 


generation responses to emergencies or other system anomalies that may occur. 
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2.3.5 Senior Transmission Operator: 115 kV & 230 kV (STO) 


The STO has direct responsibility for the operation of the 115 kV and 230 kV portions of the 


electrical system. The STO oversees the loading and switching operations on the 115 kV and 230 


kV system and responds to emergencies or other system anomalies that may occur and affect 


the safe and stable operation of the 115 kV and/or the 230 kV system. The STO consults on all 


Interconnect Facilities and Transmission planned outages. 


2.3.6 Transmission Operator 38 kV (TO) 


The TO has direct responsibility for the operation of the 38 kV portion of the electrical system. 


The TO oversees the loading and switching operations on the 38 kV system and the response to 


emergencies or other system anomalies that may occur and affect the safe and stable operation 


of the 38 kV system. 
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3.0 Procedure  


3.1 Gaining Situational Awareness 


Situational Awareness is the understanding of what is happening, why it is happening and what 


might happen next. It involves utilizing a questioning attitude to challenge assumptions and 


proactively operate the system to minimize or mitigate system events.  


Situational awareness of system conditions and circumstances begins at shift turnover and is 


required for the entire shift by all system operators employees. 


3.1.1 During Shift Turnover the SSE, SE, STO, and TO shall: 


3.1.1.1 Gather detailed status of the BPS via following these key Procedures: Energy 


Dispatch, Scheduling and Merit Order, while gaining situational awareness with each 


item on the Turnover Checklist. 


3.1.1.2 Review the Load Forecast for the shift. 


3.1.1.3 Review the Weather Forecast for the shift. 


3.1.1.4 Collect data on other Anomalies. 
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3.2.1 Data to Monitor 


During their entire shift, the SSE, SE, STO and TO shall observe, collect, analyze, review, and 


respond to changing data during entire shift such with respect to Warnings, Alarms, Breaker 


Operation, Transmission availability, Transmission capability, Generator availability, Generator 


capability, Scheduled Outages, Recall times, System Configuration, Energy Flow Monitoring, 


Emergent Issues and Field Observations. 


3.2 Perform Normal Operations 


Normal Operation refers to the ongoing BPS monitoring and responding to various system 


changes during a shift. 


The STO shall continuously monitor the following with Situational Awareness: 


• SCADA real-time data. 


• Additional data including Line and Transformer Loadings, power factor, cps (cycles per 


second) data, and voltages. 


• Weather conditions, including present and forecasted. 


• Outputs of all operating Interconnected facilities. 


• Status of all generation not currently running on the system. 


• Status of all system elements (including, but not limited to, generating stations not 


currently on-system, transmission/sub-transmission lines, transmission substation 


breakers, capacitor banks) that are out of service, and ongoing estimated time(s) to 


restore back onto the system. 


• Comparative economics for each generation source. 
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3.3 React Optimally to Reduce Risk  


Operators shall react optimally to reduce the risk of Contingencies – Proactively monitor system 


flows and configurations to mitigate any possible contingencies.  


3.3.1 STO may need to collaborate with other members in the Operations 


room upon a BPS change and evaluate the following:   


• New data or circumstances potentially indicate for the BPS or circumstance. 


• The risk of entering an N-1 or G-1 contingency situation.  


• The immediate steps to mitigate any adverse conditions. 


• The potential subsequent events and action to mitigate a worsening condition. 


3.3.2 STO shall initiate necessary action(s) to resolve the issue. 


3.3.3 STO shall inform the on-shift Senior Shift Engineer immediately of 


unanticipated status changes and system adverse conditions 


3.3.4 The SSE shall evaluate the potential impact of unanticipated changes in 


system elements using the SCADA subsystem. 


3.3.5 The SSE shall request the Supervisor Transmission and Generation for 


system studies as necessary. 


3.3.6 The SSE shall notify the Supervisor Transmission and Generation and 
the MCCO when the system event is deemed critical to system stability. 
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3.3.7 Respond to System Alarms 


Unexpected system element failures may cause the automatic system monitoring equipment to 


alarm. When this occurs all normal operations cease. The TOC personnel shall focus their 


attention on restoring the system to stable operation within the time limits described in Alarm 


Levels 1, 2, and 3. The situation may escalate through the alarm levels as the TOC personnel are 


actively responding. 


For Alarm Level descriptions, refer to Procedure 18 Contingency and System Operating Limits 


Response. 
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Appendix A: Glossary 
Term Definition 


Alarm An indication on SCADA that denotes a condition that requires 


immediate attention by TOC personnel. 


Breaker Operation An automated equipment operation on the BPS that is unplanned. It is 


indicated on the SCADA system. 


Bulk Power System 
(BPS) 


Refers to all transmission and distribution system and related facilities, 


equipment and other assets related to the transmission and 


distribution system. 


Contingency  A contingency is the loss or failure of a small part of the power 


system (e.g. a transmission line), or the loss/failure of individual 


equipment such as a generator or transformer.  It simulates and 


quantifies the results of problems that could occur in the power system 


in the immediate future. 


Contingency 
Analysis 


Contingency Analysis of a power system is a major activity in power 


system planning and operation. In general, an outage of one 


transmission line or transformer may lead to overloads in other 


branches and/or sudden system voltage rise or drop. 


Emergent Issue An unplanned change that can negatively impact Normal Operations. 


Energy Flow 
Monitoring 


A set of data points on SCADA that allow the TOC personnel to 


determine the real time amount of loading on the Transmission 


System. 


Field Observations Information regarding a field condition on the BPS that is 


communicated to the TOC such as a broken insulator, damaged 


equipment, vegetation near a Transmission Line, a nearby fire or 


unusual event.  


Generation 
Availability 


The operational status of all Interconnected Facilities on the BPS. The 


status has four conditions: in service, out of service, ready for service, 


part of reserves. 
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Term Definition 


Generation 
Capability 


Includes specific performance data of all Interconnected Facilities 


such as regulation capability, maximum available output, current 


output, limitations on start. 


Generation Island Islanding is a scheme in a power system designed in such a way that, 


in case of major grid disturbance as sensed by the protection element, 


a portion of system is isolated by tripping the predefined tie 


lines/transmission lines, thus, isolating the part of system from the 


remaining grid. 


N-1  Single Outage Contingency (N-1). The N-1 criterion is a minimum 


system security measure that the System Operator models the 


transmission network to address redundancy avoiding potential power 


interruptions. If a component (any transmission element) should fail or 


be shut down the network security must still be guaranteed.  


Recall Times The amount of time required to restore a Transmission Line or 


Interconnected Facility to service that may either be currently out of 


service or that is scheduled to be taken out of service during the 


current shift. 


Scheduled Outages Applies to all Transmission and Interconnected Facilities that may 


either be currently out of service or that are scheduled to be taken out 


of service during the current shift. 


Situational 
Awareness 


Situational Awareness is the understanding of what is happening, why 


it is happening and what might happen next.  It involves utilizing a 


questioning attitude to challenge assumptions and proactively operate 


the system to minimize or mitigate system events. 


System 
Configuration 


The combined current operational status of all Transmission Elements 


and Interconnected Facilities on the BPS. 


Transmission 
Availability 


The operational status of all 115kV, 230kV and 38kv Transmission 


Lines and associated equipment during a shift. The status has two 


conditions: in service and out of service. 
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Term Definition 


Transmission 
Capability 


The load carrying capacity versus the actual loading of all 115kV, 


230kV and 38kv Transmission Lines and associated equipment during 


a shift. Also includes any limitations or special conditions. 


Transmission 
Operating Center 
(TOC) 


The main control room for the LUMA transmission system and 


interconnected facilities. The TOC has certified Independent System 


Operators who are responsible for operation and communication with 


all Interconnected Facilities and the operation of 230 KV, 115 KV and 


38 KV. systems 


Warning An indication on SCADA that denotes a condition that merits attention 


by TOC personnel. 
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Appendix B: Procedure Cross-Reference 
Matrix 
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Short Term Load Forecasting               
New Facility Interconnection               
Resource Adequacy Planning               
Interconnected Facility Retirements               
Legacy T&G Demarcation               
Interconnected Facilities Capabilities               
Black Start               
Telemetry               
Cybersecurity               
Root Cause Analysis and Corrective Actions               
Public Reporting               
Performance Reporting                


Stakeholder Management               
Policy On Reserves               
Reducing Risk Exposure to 
Contingencies               


Critical Loads               
Load Shedding               
Contingency and System Operating Limits Response               
Energy Dispatch, Scheduling and Merit Order               
Transmission Operations               
Plant Level Communications               
Balancing Frequency and Voltage               
Demand-Side Resources (Non-Wire Alternatives)               
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1.0 Executive Summary  


This procedure defines the requirements for System Operations to identify and maintain Critical Loads. It 


identifies the requirements necessary to mitigate the loss of Critical Loads and to restore service following 


a system interruption. 


2.0 Objectives/Scope/Roles 


2.1 Objectives 


This procedure describes how to identify and maintain an accurate and comprehensive list of Critical 


Loads and the steps necessary to maintain service to those loads. In the event of a service interruption, 


this procedure defines steps to restore service as quickly as possible. Critical Loads are given top priority 


during restoration. 


2.2 Scope 


This procedure includes Critical Loads for both transmission and distribution. It defines the tasks for 


transmission and communication with distribution to ensure that Critical Loads are maintained and 


reconfigured safely. In the event of a service interruption to a Critical Load, all efforts will be made to 


restore those loads as expediently as possible. 


This procedure shall be executed by the Transmission Operator under the supervision of the Senior Shift 


Engineer and approved by the Manager, Control Center Operations. Critical load listings will be updated 


following each trigger event on the basis of the lessons learned procedure or at a minimum of once per 


year.  
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2.3 Roles and Responsibilities 


Following are key roles and responsibilities for maintaining and restoring Critical Loads: 


2.3.1 Manager, Control Center Operations (MCCO) 


The MCCO is responsible for the oversight of the Critical Load policies for the Bulk Power System (BPS). 


2.3.2 Manager, Control System Support (MCSS) 


Is responsible for maintaining the Critical Loads list and updating the SCADA system accordingly. 


2.3.3 Senior Shift Engineer (SSE) 


The SSE manages the power system and coordinates the supply and demand for electricity. The Senior 


Shift Engineer takes actions to avoid fluctuations in system frequency and voltage or interruptions of 


supply to support Critical Loads. The SSE communicates with other areas such as the Distribution 


Operations Center (DOC)  


2.3.4 Transmission Operator (TO) 


The TO is responsible for the 38kV transmission system. The TO is responsible for supervising and 


coordinating the day-to-day activities of the staff that actively operate the 38kV system. 
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3.0 Procedure  


This Critical Loads Procedure identifies Critical Loads customers, describes the steps needed to control 


the 38kV transmission system as it relates to the management of Critical Loads in the BPS and 


coordinates with the Distribution System when re-energizing Critical Loads or when Critical Loads are 


shed or de-energized.  


This procedure includes the following tasks: 


• Identify, maintain and update the Critical Loads list. 


• Respond to a Trigger Event. 


• Identify Critical Loads emergency self-generation customers. 


 


3.1 Identify, Maintain and Update the Critical Loads List 


The MCCS maintains a current list of Critical Loads in SCADA. This list is established, updated, and in 


compliance with this procedure.  


Identified Critical Loads are prioritized by importance and length of time needed to be kept running during 


a transmission system failure. 


A thorough review of events related to Critical Loads and “lessons learned (per the Root Cause and 


Lessons Learned Procedure) and is completed with input from the DOC (Four Locations) annually at a 


minimum and after every disturbance.  
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THE CRITICAL LOADS LIST INCLUDES:  


3.1.1 Critical Facilities 
Typical critical facilities include hospitals, fire stations, police stations, storage of critical records, 


and similar facilities (FEMA, 2020). These facilities should be given special consideration when 


formulating emergency response and restoration protocols.   


Per the American Hospital Directory (2020), there are 58 non-federal, short-term, or acute care 


hospitals. Of those, only one is a Level 1 trauma center. There are approximately 84 fire stations 


(FireCARES, 2020) and 13 jurisdictional regions in the Puerto Rico Police Bureau (United States, 


2011). The FEMA Shelter Inventory Map identifies 452 shelters across the 78 municipalities in 


Puerto Rico. Figure 9 depicts a generalized map of this infrastructure. 


LEVEL 1  


Critical infrastructure and facilities identified as a Level 1 facility provide services that are critical 


to the health and safety of the public and are tied to at least one of the seven critical community 


lifelines. These facilities include, but are not limited to the following: 


• Hospitals and Emergency Medical Facilities 


• Emergency Shelters, Cooling Centers, and Rescue Facilities 


• Public Safety Entities: Fire, Police, and Paramedics 


• Emergency Management Offices and Emergency Operations Centers 


• Water Pumping/Lift Stations and Wastewater Treatment Plants 


• Critical Utility and Communications Facilities  


• Fuel Transfer and Fuel Loading Facilities (ports)  


• Mass Transit (tunnels, bridges, ferry terminals, major rail facilities/rectifier stations)  
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• Airports  


• Military Bases  


• Critical Flood Control Structures 


LEVEL 2  


Critical infrastructure and facilities identified as a Level 2 facility provide significant public services 


and may include some of the same types of facilities described in Level 1 depending on the event 


type. These are considered less critical by government agencies and include, but are not limited 


to the following: 


• Nursing Homes and Dialysis Centers  


• Facilities to support other critical government functions  


• Prisons and Correctional Facilities  


• Communications (radio, TV, etc.) 


LEVEL 3  


Critical infrastructure and facilities identified as a Level 3 facility provide some public services and 


may include some of the same types of facilities described in Level 2 depending on the event 


type. They include, but are not limited to the following: 


• Event Specific Concerns  


• High-Rise Residential Buildings  


• Customers providing key products and services (food warehouse)  


• Managed Accounts, Large Employers, and Other Key Customers  


• Prioritization Other Government Buildings, Schools, and Colleges 
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3.2 Respond to a Trigger Event 


A Trigger Event (such as weather, generation shortfalls, faults, or equipment failure) is an incident that 


can cause abnormal operation of the transmission system (See Trigger Event in Appendix A –Glossary for 


additional examples.). 


The following steps will be taken when a Trigger Event occurs: 


• The TO shall identify the line or lines that supply Critical Loads which could be affected. This 


information shall be maintained at the Transmission Operation Center (TOC) in the SCADA 


system. This information is illustrated on a SCADA system graphic as shown in Appendix C – 


Load Shedding Graphic for Critical Loads sample. 


• TO shall establish communications with the SSE at TOC, the MCCO, and the DOC to coordinate 


actions safely and properly re-energize the system so that all faults are cleared and isolated. 


Operational benefits for segmenting the transmission system into smaller portions that can be re-


energized in a shorter timeframe shall be evaluated by the TO and MCCO. 


• Upon a line trip and auto reclosure (single reclosure for 38kV and above, three reclosures for 


distribution 13kV) no action is taken. If the reclosers fail to stay closed, the SSE instructs the 


DOC to physically verify line integrity and take necessary action.  


• The MCCO shall confirm the Critical Loads affected and specify the necessary restoration, 


coordination, and other downstream isolations as needed. 


• The MCCO shall initiate proper breaker alignment for isolation and initiate Lockout Tagout 


(LOTO) of downstream isolation devices. Refer to the Power System Work Standards Procedure  


• The MCCO shall verify and communicate all local protective relay targets and other information 


needed to re-energize the substation breaker in a safe and orderly manner. 
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• The Transmission Operator shall direct the Supervisor Distribution to proceed with the orders to 


switch and the MCCO Manager shall assign the task of substation inspection to the supervisors 


responsible for opening the switches out of service locally and the auxiliary switches. Faults are 


handled in priority order: 


o Sub transmission lines (38kV). 


o Substations and switchyards. 


o Distribution lines. 


• The MCCO shall email orders to the TOC when the transmission breaker is deemed ready for 


service. A confirmation shall be provided by the TOC to the MCCO to verify the direction. 


• In the repair and restoration of the distribution system, priority shall be given to lines that serve 


Critical Loads. These lines shall be patrolled as soon as possible. Damaged branch circuits that 


do not affect the mainline serving the Critical Loads shall be removed from service, as necessary. 


The MCCO shall direct the maintenance of programming that prioritizes Load Shedding events to 


maintain Critical Loads and that Critical Loads are only affected during a Load Shedding event 


after residential loads are sequentially rotated out of service in a programmed sequence and 


there is further deterioration of system capacity (See Appendix C – Load Shedding Graphic for 


Critical Loads.). 


• Appropriate follow up after an atmospheric disturbance shall include: 


o If the disturbance passes and does not escalate to an emergency, the systematic 


restoration will be carried out in priority order. 


o If the disturbance escalates to emergency status, all personnel shall follow the 


Emergency Response Execution Procedure. 


• Appropriate communication to the public shall take place as needed according to the Public 


Reporting procedure.  
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3.3 Identify Critical Loads Emergency Self-Generation Customers 
A survey of all currently identified Critical Loads having generation facilities shall be conducted by the 


DOCs at a minimum annually and as new facilities in the distribution district are added. Appendix D, 


Critical Load Generation Capability Survey, which Includes type and rating, fuel type and storage 


capability, hours capable of operation, etc., is provided for this purpose. 


The Critical Load Generation Survey (Appendix D) shall be on file at the DOC and TOC to use during a 


Load Shedding event. The MCCO and the MCSS shall direct updates to the survey annually via email or 


immediately upon the addition or upgrade of such generation. 


When a Critical Load is removed or reprioritized, the designated contact person shall notify the System 


Operator via email within 21 business days prior to the change. 
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Appendix A: Glossary 
Term Definition 


Critical Loads The electrically driven loads backed up by a source independent of the 


normal grid power supply which are given priority status to maintain and 


restore power if lost due to a system event, loss of power, or emergency. 


Critical Loads must survive abnormal electrical supply conditions to support 


health, essential services, personnel safety, or security. Following are some 


examples: 


 Hospitals 


 Airports 


 Seaports 


 Police Stations and Military Installations 


 Fire Stations 


 Storm water pumps 


 Critical water supply/treatment 


 Shelter/Town Centers 


 Communication Facilities 


Restoration within a few hours or survive through a storm (after hardening 


work). 


SOP: A prioritized collection of load or customers that are defined as critical 


for the purposes of avoiding load shed and/or prioritizing restoration.  These 


customers may include hospitals, telecom facilities, wastewater treatment 


facilities, emergency response facilities and other critical infrastructure. 


Trigger Event  An event such as weather, generation shortfalls, faults, or equipment failure 


that causes an abnormal operation of the transmission system. Specific 


examples include: 


• A severe storm causes a transmission system blackout or segmentation. 


• A generation event (voltage, frequency, insufficiency) causes a 


transmission system blackout or segmentation. 


• A transmission line event causes a line to be taken out of service. For 


example: 


o Line fault (foliage, lightning, etc.) 


o Equipment failure (i.e., breaker, switch, recloser, transformer) 
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Term Definition 


Lockout/Tagout The placement of a lockout device on an energy-isolating device, in 


accordance with an established procedure, ensuring that the energy-isolating 


device and the equipment being controlled cannot be operated until the 


lockout device is removed. 


Load Shedding The deliberate shutdown of electric power in part of a power-distribution 


system to prevent the failure of the entire system when the demand strains 


the capacity of the system. 


SCADA An acronym for the Supervisory Control and Data Acquisition computer 


system. It is a system of computer-aided tools used by operators of electric 


utility grids to monitor, control, and optimize the performance of the 


generation or transmission system. 
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Root Cause Analysis and Corrective Actions               
Public Reporting               
Performance Reporting               
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Policy on Reserves               
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Critical Loads           X    
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Contingency and System Operating Limits Response               
Energy Dispatch, Scheduling and Merit Order               
Transmission Operations               
Plant Level Communications               
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Demand-Side Resources (Non-Wire Alternatives)               
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Emergency Response Execution               
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Short Term Load Forecasting                
New Facility Interconnection                
Resource Adequacy Planning                
Interconnected Facility Retirements                
Legacy T&G Demarcation                
Interconnected Facilities Capabilities                
Black Start                
Telemetry                
Cybersecurity                
Root Cause Analysis and Corrective Actions                
Public Reporting                
Performance Reporting                
Stakeholder Management                
Policy on Reserves                 


Reducing Risk Exposure to Contingencies                
Critical Loads   X   X          
Load Shedding                
Contingency and System Operating Limits Response                
Energy Dispatch, Scheduling and Merit Order                
Transmission Operations                
Plant Level Communications                
Balancing Frequency and Voltage                
Demand-Side Resources (Non-Wire Alternatives)                
System Operator Training                
Scheduling Planned T&G Outages                
Forced Outage                
Outage Execution and Closeout                
Emergency Response Execution                
Emergency Response Drills                
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Appendix C: Load Shedding Graphic for Critical 
Loads 


 


BLK LUGAR EQUIPO PUEBLO OBSERVACION FREQ AREAABIERTOERRADKV AMP MWTAL ML CLIENTE  CARGA CRITICA
1 E 1530-06 SAN JUAN/GUAYNABO 58.4 N 4.2 299.0 2.2 440
1 E 1530-07 SAN JUAN/GUAYNABO 58.4 N 4.2 138.0 1.0 647
1 E 1530-08 SAN JUAN/GUAYNABO 58.4 N 4.2 230.0 1.7 1,092
1 E 1530-09 SAN JUAN/GUAYNABO 58.4 N 4.2 353.0 2.5 1,318
1 T 6001-01 MAYAGUEZ 0.0 S 4.2 85.0 0.6 879
1 T 6001-03 MAYAGUEZ R 0.0 S 4.2 388.0 2.8 2,731
1 T 6001-04 MAYAGUEZ 0.0 S 4.2 0.0 0.0 51
1 T 6001-05 MAYAGUEZ 0.0 S 4.2 240.0 1.7 12.5 287
3 6802-01 HORMIGUEROS 0.0 S 13.2 69.0 1.6 1,104
3 6802-02 HORMIGUEROS 0.0 S 13.2 311.0 7.1 3,480
3 6802-04 HORMIGUEROS 0.0 S 13.2 144.0 3.3 4,409
3 6802-05 HORMIGUEROS 0.0 S 13.2 284.0 6.5 996
3 7801-01 SAN SEBASTIAN 58.1 S 4.2 243.0 1.7 3,107
3 7801-02 SAN SEBASTIAN 58.1 S 4.2 93.0 0.7 775
3 7801-03 SAN SEBASTIAN 58.1 S 4.2 137.0 1.0 1,200
3 7801-04 SAN SEBASTIAN 58.1 S 4.2 2.0 0.0 21.9 1,784
6 T3004-02 CAGUAS 0.0 N 8.3 2.4 0.0 1
6 4003-01 GUAYAMA 0.0 S 13.2 186.0 4.2 3,364
6 4003-02 GUAYAMA 0.0 S 13.2 294.0 6.7 4,307
6 4003-03 GUAYAMA 0.0 S 13.2 110.0 2.5 1,958
6 L 6005-01 MAYAGUEZ 0.0 S 4.2 207.0 1.5 1,152


6 L 6005-02 MAYAGUEZ 0.0 S 4.2 126.0 0.9
1,901


6 7002-02 AGUADILLA 0.0 S 4.2 0.0 0.0 47
6 7002-03 AGUADILLA 0.0 S 4.2 230.0 1.7 1,264
6 7002-04 AGUADILLA 0.0 S 4.2 0.0 0.0 17.6 562
8 G1903-01 BAYAMON 58.1 N 4.2 195.0 1.4 295
8 G1903-02 BAYAMON 58.1 N 4.2 160.0 1.2 317
8 G1903-03 BAYAMON 58.1 N 4.2 113.0 0.8 217
8 G1903-05 BAYAMON 58.1 N 4.2 411.0 3.0 1,319
8 6101-02 AÑASCO 0.0 S 4.2 391.0 2.8 1,243
8 6101-04 AÑASCO 0.0 S 4.2 284.0 2.0 1,837
8 6101-05 AÑASCO 0.0 S 4.2 166.0 1.2 3,251
8 8001-01 ARECIBO   58.2 N 4.2 453.0 3.3 1,558
8 8001-02 ARECIBO 58.2 N 4.2 1.2 0.0 276
8 8001-03 ARECIBO 58.2 N 4.2 0.0 0.0 15.6 186
9 N 1418-01 SAN JUAN 58.5 N 4.2 88.0 0.6 855
9 N 1418-02 SAN JUAN 58.5 N 4.2 383.0 2.8 899
9 N 1418-03 SAN JUAN 58.5 N 4.2 54.0 0.4 606
9 N 1418-05 SAN JUAN 58.5 N 4.2 151.0 1.1 1,398
9 4602-01 COAMO 57.5 S 4.2 414.0 3.0 2,769
9 4602-02 COAMO 57.5 S 4.2 181.0 1.3 580
9 4602-03 COAMO 57.5 S 4.2 368.0 2.6 2,601
9 4602-04 COAMO 57.5 S 4.2 147.0 1.1 1,616
9 4602-05 COAMO 57.5 S 4.2 25.0 0.2 29


9-10 3015-05 CAGUAS 58.0 N 13.2 190.0 4.3 2,317
9-10 3015-06 CAGUAS K    0.0 N 13.2 116.0 2.6 20.0 1,351


10 8120 ARICAO/ADJUNTAS/LA @          58.5 S 38.0 46.0 3.0 4,968


REDACTED REDACTED REDACTED


CONFIDENCIAL
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Appendix D: Critical Load Generation Capability 
Survey 


CRITICAL LOAD 
DIESEL ENGINE – GENERATOR PLANT 


Owner:  
Project No.:  Station:  Date:  
Superintendent/Operator:  Total Engines at Station:  
Unit Number 1 2 3 4 
Operation & Maintenance Records 
Available 


    


Plant Exterior Appearance     
Plant Interior and Equip. Appearance     
Jacket Water Supply Source     
Plant Operating/Maintenance 
Personnel: 


    


DIESEL ENGINE DATA 
Engine Manufacturer:     
Model, Type:     
Serial Number:     
Size, hp:     
Bore x Stroke, in x in: X X X X 
Number of Cylinders:     
Dual Fuel or Diesel:     
Speed, rpm:     
Outboard Bearing Type:     


GENERATOR DATA 
Generator Manufacturer:     
Frame – Type:     
Serial Number:     
Exciter Manufacturer:     
Speed, rpm:     
DC/V belt:     
Rating, kw/KVA:     


OPERATING DATA 
Date Purchased:     
Date Installed:     
Hours Operated:     
Engine Observed in 
Operation: 


    


     
Fuel Consumption: 
  Diesel: Gallons per hour: 


    


             
On-site Fuel Storage (gallons)     
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1.0 Executive Summary  


Load shedding is the intentional shutdown of electric power in a part or parts of a Bulk Power 


System in a systematic and controlled manner, to prevent the failure of the entire system when 


the demand becomes or is anticipated to become greater than the available capacity of the 


system. 


2.0 Objective/Scope/Roles 


2.1 Objective 


This procedure is to define the conditions under which selective load shedding is initiated and the 


steps necessary to maintain system integrity during and after a deficit of generation to meet 


current load demand. 


2.2 Scope 


This procedure defines the tasks Transmission Operations Center and the Distribution 


Operations Center shall take during the two (2) types of Load Shedding events:  


• Automatic Load Shedding occurs when there is a loss of a generation unit or a sudden load 


reduction that creates a situation wherein system frequency cannot be maintained to 


acceptable defined levels. When such a condition occurs, the SCADA system automatically 


triggers a sequence of Load Shed blocks. Each block contains a specific amount of client 


load consumption, measured in megawatts. See Appendix D for more information. 


• Manual Load Shedding is a planned event that typically occurs when there is a generation 


deficiency in the system. The process is managed proactively, and the Load Shed blocks 


have a different composition and measurement than the blocks that are shed during an 


automatic event. See Appendix C for more information. 
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2.3 Roles and Responsibilities 


The following are key roles in the TOC and DOC for the execution of load shedding of the Bulk 


Power System (BPS). 


2.3.1 Supervisor, Distribution (SD) 


The Supervisor, Distribution reports directly to the Manager Control Center Operations (MCCO) 


and directs specific actions to be taken by Senior Distribution Operators. 


2.3.2 Supervisor Transmission and Generation (STG) 


The Supervisor Transmission and Generation informs the TOC management team of the Load 


Shedding event and is the main decision maker during the process. 


2.3.3 Transmission Operator (TO) 


The Transmission Operator is responsible for all actions directed by the STG for the 38kV 


system. 


2.3.4 Senior Transmission Operator (STO) 


The Senior Transmission Operator is responsible for all actions directed by the STG For the 


230kV and 115kV system 


2.3.5 Manager Control Center Operations (MCCO) 


The Manager Control Center Operations is responsible for communicating the event to LUMA 


Customer Experience to inform customers regarding outages.  


2.3.6 Manager Control Center Support (MCCS) 


The Manager Control Center Support is responsible for manually updating the Critical Loads 


listing with input from Customer Experience and for annual updates of the Critical Load List. 
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3.0 Procedure  


The following procedure is divided into two distinct sections. The first being the manual steps 


which are initiated by transmission operations personnel during an instability in the BPS due to 


loss of generation or transmission capability. The second section outlines the automated process 


which is pre-programmed into the SCADA system and takes place independent of transmission 


system operators. The MCCO shall communicate with Customer Service as the load shedding 


event occurs and changes. 
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3.1 Manual Load Shedding  


3.1.1 The STO / TO shall determine the amount of MW that needs to be shed to 


match available supply. 


3.1.2 The STG shall prepare the Control Center middle console for the load 


shed activity by making sure all displays are active. 


3.1.3 The STG shall coordinate the plans for the Load Shed with the SD. 


3.1.4 The STO / TO shall communicate the load shed plan with the 


Interconnected Facilities so that all are aware of the planned activities.  


3.1.5 The STO / TO shall begin Load Shedding when Spinning Reserves 


reaches 0 MW, when the frequency begins to drop in accordance with 


Appendix C Manual Load Shedding. 


3.1.6 The STO in coordination with SDO will continue to drop blocks until the 


frequency is stable. When the frequency flattens, a sustainable peak has 


been reached. 


3.1.7 The STG in coordination with STO / TO shall rotate the Load Shed blocks 


based on MW every hour to reduce the time any block is without power. 


3.1.8 The STG in coordination with STO / TO shall begin re-establishing the 


blocks when the frequency reaches 60.10 or 60.15 Hz levels as the 


frequency is rising and Spinning Reserves are re-established. 


3.1.9 The STG in coordination with the STO / TO shall record if the feeders do 


not operate properly during the Load Shed or load re-establishment 


process for subsequent maintenance requests.  
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3.2 Automatic Load Shedding 


Automatic Load Shedding occurs when there is a loss of a generation unit or a sudden load 


reduction that creates a situation wherein system frequency cannot be maintained to acceptable 


defined levels. When such a condition occurs, the SCADA system automatically triggers a 


sequence of Load Shed blocks. Each block contains a specific amount of client load 


consumption, measured in megawatts (MW) as shown in Appendix D. 


3.3 Situational Awareness 


Situational awareness during a load shedding event is critical. 


If an automatic Load Shed is triggered during a manual Load Shed due to the continuing 


degradation of BPS frequency, the manual Load Shed becomes exacerbated. It is necessary to 


drop additional load until the frequency is re-established at the new sustainable peak level. 


Managing the process poorly can extend the duration of the Load Shed event. Additionally, if the 


proper frequency is not maintained, the risk of damaging equipment in the field increases. 
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Appendix A: Glossary 
Term Definition 


Situational Awareness Situational Awareness is the understanding of what is happening, why it is 


happening and what might happen next.  It involves utilizing a questioning 


attitude to challenge assumptions and proactively operate the system to 


minimize or mitigate system events. 


Underfrequency Load 
Shedding 
 
 


Under Frequency Load Shedding (UFLS) is to balance generation and load 


when an event causes a significant drop in frequency of an interconnection 


or islanded area. The UFLS activation metric measures the number of times 


it is activated, and the total MW of load interrupted in each Regional Entity 


and NERC-wide. 
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Appendix B: Procedure Cross-Reference 
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Appendix C: Manual Load Shedding 


PROCEDIMIENTO PARA RELEVO DE CARGA MANUAL (LOAD SHEDDING) 
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Appendix D: Automatic Underfrequency 
Blocks
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2.0 Executive Summary  


This Contingency and System Operating Limits Response procedure provides a systematic 


approach for maintaining Transmission System continuity of service when adverse events such 


as the following occur: 


• Switching operations. 


• Customer load increases and decreases. 


• Generation Planned/Forced Outages. 


• Transmission line or element outages. 


• Equipment damage. 


• Other emergencies that change transmission load flows.  


Quickly and effectively responding to adverse events by evaluating plausible contingency 


scenarios can help prevent equipment failure, emergency load shedding, or system blackout. 
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2.0 Objectives/Scope/Roles 


2.1 Objectives 


This procedure describes how system ratings for normal, long- and short-term emergency 


operations are established and documented. The requirements for developing / implementing / 


maintaining a contingency program that recognizes potential unplanned outages and / or 


equipment and line failures and puts appropriate actions in place to reduce or avoid downtime. 


The requirements for continuous monitoring of normal operations so that sudden changes in load 


flows on the transmission and sub-transmission system are managed and equipment damage or 


load loss avoided. How to respond appropriately to system alarms. 


2.2 Scope 


This procedure affects all areas of the Bulk Power System. Under normal conditions, the system 


is designed to maintain loads on equipment at or under design limits; however, sudden changes 


in electrical flow within the system can raise load levels to exceed equipment ratings. The 


generating stations, transmission/sub-transmission lines, and transmission substations have 


equipment electrical ratings that, if exceeded, can result in unplanned line and breaker trips, 


shortened equipment life, or equipment failures that can lead to Forced Outages and / or system 


instability. 
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2.3 Roles and Responsibilities 


This procedure applies to all System Operations personnel in the Transmission Operations 
Center and the Generation Facility Operator. 


2.3.1 Manager, Control Center Operations (MCCO) 
• Provides general management oversight of all electrical system operations. 


• Ensures that all aspects of system operations function in unison. 


• Provides general management oversight of system operators.  


• Oversees the daily operations of the TOC and ensures that trained personnel are available for 


routine and emergency operations. 


• Manages the Senior Shift Engineers at the TOCs.  


 


2.3.2 Manager Control System Support (MCSS) 


• Supervises the development and maintenance of electrical ratings criteria for all transmission 


lines and transmission substation equipment. 


• Maintains up-to-date equipment ratings as equipment ages or is modified. 


• Manages the communication of all ratings information with the Transmission Operations 


Center personnel involved in operating the BPS. 


 


2.3.3 Supervisor Transmission and Generation (STG) 


• Supervises the Daily activities of the Senior Transmission Operators, Transmission Operators, 


Senior Shift Engineers and Shift Engineers 


• Manages all the activities in the TOC and communications to the MCCO. 
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2.3.4 Lead Engineer Energy Balancing (LEEB) 
• Manages changes to the Energy Management System. 


 


2.3.5 Senior Shift Engineer (SSE) 
• Is responsible for overall system operations and management of personnel in the TOC. 


• Manages the output of the Interconnected Facilities. 


• Manages the transmission system design and operating equipment. 


• Determines acceptable normal and emergency operating limits for transmission lines, 


transmission substations, and other elements.  


2.3.6 Shift Engineer (SE) 
• Dispatches real and reactive power as well as ancillary services for all Interconnected 


facilities. 


• Maintains direct communication with the Interconnected facilities GFO and TOs at all power 


plants. 
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2.3.7  Senior Transmission Operator (STO) /Transmission Operator 


(TO) 


• STO is responsible for the routing and balance of real and reactive power through the 


230/115 KV transmission lines and working with the SE to jointly manage energy needs. 


• TO is responsible for the routing and balance of real and reactive power through the 38kv 


transmission lines and working with the SE to jointly manage energy needs. 


• Is responsible for coordinating with the SE regarding frequency regulation, transmission 


flows, outage status, and recall times and reacts with the Senior Shift Engineer. 


• Acknowledges all alarms and notifies the SSE when a #3 alarm activates. 


• Operates the BPS by doing the following: 


o Monitors and analyzes real-time data in the Supervisory Control and Data Acquisition 


(SCADA) computer system. 


o Operates remote switches. 


o Directs field personnel to operate field switches. 


o Operates breakers, capacitor banks, and tap changers. 


o Notifies Interconnected facilities of required changes in output or operating 


conditions. 


o Monitors the weather and overall transmission system conditions and alerts STG of 


emerging threats to the transmission system.  
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2.3.8 Generator Facility Operator (GFO) 


• Is the main point of contact for communication between the SE and the Interconnected 


facility. 


• Is responsible for ensuring the Interconnected facility complies with the system operations 


principles.  


  







 


CONTINGENCY & SYSTEM OPERATING 
LIMITS RESPONSE 
 


9 


3.0 Procedure  


This procedure consists of four primary sets of steps: 


• Establish and Document System Ratings. 


• Develop and Implement a Contingency Program. 


• Perform Normal Operations. 


• Respond to System Alarms. 


3.1 Establish and Document System Ratings 


The Manager Control System Support, with input from staff, shall establish and document system 


ratings and procedures for responding to alarms. The following details shall be included in the 


reference documentation: 


• The logic used to establish the ratings. 


• The consequences to the equipment when ratings are exceeded. 


• The logic regarding time or ambient temperature constraints when operating within and 


beyond normal operating ratings. 


• The inclusion of the following system elements: 


o Transmission/sub-transmission lines. 


o Transformers. 


o Transformer tap changers. 


o Substation busses and breakers. 


o Generating stations. 


o Capacitor Banks. 







 


CONTINGENCY & SYSTEM OPERATING 
LIMITS RESPONSE 
 


10 


3.2 Develop and Implement a Contingency Program 


The LEEB, with input from the staff, shall develop and implement a sub-system, or contingency 


program, in SCADA that can: 


• Anticipate possible equipment and line element failures that could potentially occur on the 


real-time actual system configuration. 


• Determine the resulting line and equipment loadings and then determine if the system integrity 


would be compromised under the potential scenario.  


• Consider thermal limits based on amperage and ambient temperature, voltage limits, stability 


limits (voltage phase angle differences), and cycles-per-second (cps). 


• Be used as an integral part of daily system operations, noting any system instability, and 


alerting appropriate persons as necessary. 


• Ensure that proposed system changes do not adversely affect system stability prior to 


performing any switching, equipment blocking or other modifications to the system 


configuration. 


• Evaluate and update the program when the system configuration is changed so that the new 


configuration does not jeopardize system stability if a system element failure occurs.  
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3.3 Perform Normal Operations 


The Transmission Operator shall continuously monitor the following: 


• SCADA real-time data. 


• Additional data including line and transformer loadings, power factor, cps (cycles per 


second) data, and voltages. 


• Weather conditions, including present and forecasted. 


• Outputs of all operating Interconnected facilities. 


• Status of all generation not currently running on the system. 


• Status of all system elements (including, but not limited to, generating stations not 


currently on-system, transmission/sub-transmission lines, transmission substation 


breakers, capacitor banks) that are out of service and ongoing estimated time(s) to 


restore back onto the system. 


• Comparative economics for each generation source. 


Based on the data reviewed, the TO shall: 


• Inform the on-shift SSE and the STG immediately of unanticipated status changes. 


• Operate under the supervision of the SSE during normal shift operations.  


The SSE shall:  


• Evaluate the potential impact of unanticipated changes in system elements using the 


SCADA. 


• Notify the MCCO when the element is critical to system stability. 
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The MCCO shall: 


• Evaluate unanticipated changes communicated by the STG. 


• Determine if additional action is required. 


• Initiate necessary action(s) to resolve the issue. 
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3.4 Respond to System Alarms 


Unexpected system element failures may cause the automatic system monitoring equipment to 


alarm. When this occurs all normal operations cease. The TOC personnel shall focus their 


attention on restoring the system to stable operation within the time limits described in Alarm 


Levels 3.4.1. Responding to system alarms may necessitate the following action(s): 


• Energize or de-energize capacitor banks. 


• Operate power transformer tap changers. 


• Parallel transmission lines. 


• Operate substation bus and transmission line breakers. 


• Add available spinning generation reserves, as necessary. 


• Create generation islands. 


3.4.1 Alarm Levels 


This section describes the three alarm levels and required actions for each. 


ALARM 1  


• One or more system elements has exceeded normal operating ratings by 10%.  


• The Transmission Operators shall eliminate the condition by taking the appropriate 


response(s) described in Respond to System Alarms 3.4 above within 30 minutes.  


• If unable to eliminate the Alarm 1 within this timeframe, the condition will escalate to 


Alarm 2.  


• Economic Dispatch/Merit Order Dispatch will be a primary consideration when resolving 


an Alarm 1 event. 
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ALARM 2 


• One or more system elements have exceeded normal operating ratings by 20%.  


• The TO’s shall eliminate the condition by taking the appropriate response(s) described in 


Respond to System Alarms 3.4 within 15 minutes. 


• Failure to correct an Alarm 2 within this time shall escalate the condition to Alarm 3.  


• Economic Dispatch/Merit Order Dispatch shall be a secondary consideration when 


resolving an Alarm 2 event. 


ALARM 3 


• One or more system elements have exceeded normal operating ratings by 30%.  


• The TO’s shall eliminate the condition by taking the appropriate response(s) described in 


Respond to System Alarms 3.4 above within 15 minutes. 


• Failure to correct an Alarm 3 within this time shall result in an immediate Load Shedding 


event.  


• Load Shedding shall continue until Alarm 2 is reached.  


• This is a critical alarm and safe restoration is paramount. Load Shedding may be 


necessary to resolve an Alarm 3 (See Load Shedding procedure.). 


• During an Alarm 3, the Energy Dispatch Scheduling and Merit Order shall Procedure 


shall not be enforced. 
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Appendix A: Glossary 
Term Definition 


Accepted Operating 
Procedure (AOP) 


The practices, methods, standards and procedures that are consistent with 


Law and are generally accepted, engaged in and followed during the relevant 


time period by reasonably skilled, competent, experienced, and prudent 


owners and operators of generating and transmission facilities. 


Blackout  A loss of electrical energy due to weather, equipment failure, or damage to 


equipment such that all electric customers, usually in a defined area, lose 


electrical power. In the worst case, the loss of electrical energy results in a 


total loss of all electrical power on the entire system. This is known as a total 


blackout. 


Bulk Power System 
(BPS) 


Refers to all transmission and distribution system and related facilities, 


equipment and other assets related to the transmission and distribution 


system. 


 


Economic 
Dispatch/Merit Order 
Dispatch 


The merit order is a way of ranking available resources of energy in 


ascending order of price.  Dispatching generation in this way, known as 


economic dispatch and is designed to minimize the cost of electricity. 


SOP: The short-term determination of the optimal output of generation 


facilities, to meet system load, at the lowest possible cost, subject to 


transmission and operational constraints. 


Forced Outage The shutdown condition of a power station, transmission line or distribution 


line due to an unexpected breakdown. 


Generation Island Electric utilities with multiple generation sources will connect their generation 


in parallel to increase service reliability. Under some special circumstances a 


utility may separate their system into distinct sections that are not connected 


to each other and effectively operate as separate and non-connected 


systems. 


Generation Planned 
Outage 


An outage that has been requested by the GFO with advance notice with a 


specified scope and duration. 
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Term Definition 


Interconnected 
Facility 


Interconnected Facility means any generation produces or energy storage 


facility that releases stored power to the bulk power system. 


Load Shedding The deliberate shutdown of electric power in part of a power-distribution 


system to prevent the failure of the entire system when the demand strains 


the capacity of the system. 


SCADA An acronym for the Supervisory Control and Data Acquisition computer 


system. It is a system of computer-aided tools used by operators of electric 


utility grids to monitor, control, and optimize the performance of the 


generation or transmission system. 


Stable Operation Electric utilities normally operate their system in a configuration that provides 


the most reliable and economic service to their customers. If unforeseen 


conditions develop, the utility may be forced to alter their “normal” 


configuration. The system can operate in this mode but is no longer in an 


ideal configuration. 


System Alarms Unexpected system element failures may cause the automatic system 


monitoring equipment to alarm. TOC personnel will focus their attention on 


restoring the system to stable operation within the time limits described in 


Alarm Levels in the Contingency and System Operating Limits Response 


procedure, which describes the three alarm levels and required actions for 


each. 
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1.0 Executive Summary  


This Energy Dispatch, Scheduling and Merit Order procedure focuses on the real-time operations of the 


Bulk Power System. This procedure describes how the Transmission Operations Center operators plan, 


dispatch, control generation resources, monitor the transmission of energy flow and respond to 


fluctuations throughout the shift. It also describes best practices for preparing and the scheduling of 


resources for each shift as well as guidance for utilizing and maintaining a merit order dispatch sequence. 


Preparing for each shift includes developing G-1 level contingency plans for the potential loss of any one 


interconnected generating plant and N-1 contingency plan for the loss of any transmission element. 
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2.0 Objective/Scope/Roles 


2.1 Objective 


The objective of this procedure is to provide direction to the Senior Shift Engineer, Shift Engineer, Senior 


Transmission Operator, and Transmission Operator to ensure reliable and safe supply of generation to 


meet system load requirements via Merit Order Dispatch while properly maintaining voltage and 


frequency.  


2.2 Scope 


This procedure provides System Operations with the detailed steps required for balancing the Bulk Power 


System. This includes establishing and maintaining Situational Awareness of the Bulk Power System at 


all times. 


2.3 Roles and Responsibilities 


This procedure describes the actions and decisions of the following roles: 


2.3.1 Manager Control Center Operations (MCCO)  


Responsible for oversight of the Transmission Operations Center (TOC) operations. 


2.3.2 Senior Shift Engineer (SSE) 


 Is responsible for the overall operation of the system and works directly with the SE, STO, and TO to 


manage the overall technical operation of all interconnected facilities in real-time.  


 The operation of both the Monacillo and the Ponce TOCs. 


 Provides direction and supervision to the SE, STO, and the TO. 
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2.3.3 Shift Engineer (SE)  


 Dispatch of real and reactive power, as well as ancillary services, for all interconnected facilities.  


 Communication with primary contacts for all power plants and Transmission Operators. 


2.3.4 Senior Transmission Operator (STO) and Transmission Operator (TO) 


 The STO is responsible for the routing and balance of real and reactive power through the 230/115kV 


and the TO is responsible for the 38kV transmission lines and working with the SE to jointly manage 


energy needs.  


 The STO and TO are responsible for coordinating with the SE regarding frequency regulation, 


transmission flows, outage status, recall times, as directed by the SSE.  
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3.0 Procedure  


This procedure consists of three primary sets of steps.  These steps outline the requirements of the SSE, 


SE, STO and TO to safely operate the BPS and the documentation and reporting requirements 


 Preparation for each shift (Including the construction of a Shift Plan)  


 Execution of the Shift Plan 


 Ensure proper record-keeping and turnover to the next shift 


NOTE:  3-Part Communication and the Phonetic Alphabet shall be used in all communications with all 


personnel.  


3.1 Preparing for Each Shift 


• The SSE, SE, STO, and TOs are each responsible to establish their Situational Awareness at the 


beginning of each shift.  


• Conduct a thorough shift turnover from the previous SSE, SE, STO & TOs and learning the 


current state of all major elements of the system. 


• Review the appropriate information and perform the necessary analysis (See Appendix D– Shift 


Turnover Checklist).  


• The SSE, SE, STO, and TOs establish a Shift Plan for the current shift including any reasonable 


contingencies to that plan based on the current state, assets at their disposal and their 


experience.  


• The SSE, SE, STO, and TOs are responsible to maintain Situational Awareness throughout the 


shift and work to proactively prepare for system problems and how to quickly mitigate 


contingency situations 
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• Any Shift Plan that does not conform to System Operations procedures, proper system 


configuration and adequate system reserves must seek approval from the SSE and record any 


exceptions in the SSE Log.  


3.1.1 SE Pre-Shift Information Checklist 


The SE shall review the following information before each shift: 


• Daily Load Forecast Worksheet produced by the Lead Engineer Energy Planning (LEEP). 


• Weather forecasting information – NOAA SJU https://www.weather.gov/sju/ 


• Latest Production Cost Data produced by System Operations displayed on SCADA system.  


• Latest Economic Dispatch/Merit Order sequence. 


• Historical System Generation Data (HSGDSDAT). 


• Planned outage schedule (current shift and for next 7 days). 


• Reserve requirement versus availability of reserves 


• Shift logs from the same shift on the previous day. 


 Using this information, the SE shall complete the SE Shift Preparation Checklist in Appendix B. 


3.1.2 STO and TO Pre-Shift Information Checklist  


 Each STO and TO will review the following information before each shift: 


• List of all transmission assets that are offline due to maintenance, schedule or unscheduled and 


their Recall Times for this shift. 


• List of transmission assets without a planned Recall Time. 


• Planned outage schedule (next 7 days). 
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• Reference recommended weather service for the hourly ambient temperature information for the 


next 8 hours. Should also monitor for inclement weather, winds, and possible storm activity on a 


regular basis.  


• Using this information, each STO and TO will complete the TO Shift Preparation Checklist in 


Appendix C.  


3.1.3 Preparing the Shift Plan  
The Shift Plan consists of the following:  


• Dispatch Schedule. 


• Transmission Status report. 


• Contingency Plan for a G-1 event during the shift.  


3.1.4 Stand up Meeting  
The SSE shall call a standup meeting at the beginning of each shift. Standup meeting shall include the 


following:   


• Shift Turnover report. 


• Confirmation of the Load Forecast. 


• Dispatch Schedule as prepared by the SE. 


• Confirm that the Transmission Status report given by the TO supports the Dispatch Schedule. 


• Report on G-1 contingency plan with input from SE and TO. 


THE MEETING SHALL ALSO COVER ANY PROCEDURAL UPDATES OR 


COMMUNICATIONS FROM MANAGEMENT. 
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3.1.5 SE shall Validate Current Load Forecast  


• SE shall obtain the Daily Load Forecast Worksheet produced by the Lead Engineer Energy 


Planner (LEEP). 


• SE shall consult the historical system generation data (HSGDSDAT) for comparable days, 


considering the day of week, season, and weather. Review the previous day, week and year. 


• SE shall reference recommended weather service for the hourly ambient temperature information 


for the next 8 hours, recording the time of sunrise and sunset in the Daily Load Forecast 


worksheet.  


• SE shall monitor for inclement weather, wind and possible storm activity.  


• SE shall verify the operating costs in the latest merit order sequence. If the operating cost for any 


unit exceeds the operating cost for the units subsequent in the merit order, notify the SSE and 


recommend the merit order be adjusted until no unit’s operating cost exceeds that of a 


subsequent unit. 


• SE shall refer to the Load Forecasting Procedure to determine if the provided Daily Load 


Forecast Worksheet requires any manual adjustment. If an adjustment is warranted, then elevate 


the concern to the SSE with a recommended capacity adjustment.  


• SE shall implement any SSE recommended adjustments to the Daily Load Forecast and the merit 


order. Adjustments to the Daily Load Forecast can be made in the Manual Bias field of the Daily 


Load Forecast worksheet. 


• SE shall document any changes to the Daily Load Forecast and Merit Order by recording the 


actions taken in the SE Operator’s Daily Log and will submit to the SSE for approval. 
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3.1.6 SE shall Verify Generation Capacity and Availability  


• At the beginning of every shift, the SE shall establish Situational Awareness regarding the current 


state and output of each generating unit as per the Energy Management System EMS, populating 


this information into the Daily System Condition Report, see Appendix I.  


• At the beginning of every shift, the SE shall contact each of the plants to update the Generator 


Capability Checklist (see Appendix D Generator Capability Checklist of Interconnected Facilities 


Capability Procedure). 


• SE shall calculate Spinning, Control, Fast Start and Contingent Reserves and update the Energy 


Management System (EMS), in accordance with the Policy on Reserves Procedure. and update 


the Daily Load Forecast Worksheet (see Appendix E for an example). 


• SE shall verify the availability data provided by the plants against the EMS. Then update the EMS 


with the verified data, if necessary.  


3.1.7 STO and TO shall Verify Transmission Status 


• At the beginning of every shift, STO and TO shall establish Situational Awareness regarding the 


current state and output of each transmission asset per EMS.  


• The STO and TO shall review all logged exceptions from the previous day that may impact the 


current shift. At the beginning of each shift, the STO and TO shall contact the responsible 


transmission maintenance teams to ensure that maintenance tasks for the shift are expected to 


be completed as scheduled, identifying Recall times where possible. See Appendix C– TO Shift 


Preparation Checklist. 


• The STO and TO shall analyze which transmission resources could be recalled from 


maintenance during the current shift if required and the Recall Time. 
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3.1.7 SE shall Construct the Dispatch Schedule 


 The SE shall print the updated Daily Load Forecast worksheet and review load forecast for the next 2 


days. 


 The SE, in consultation with the SSE shall identify which units are currently dispatched and which unit 


shall be dispatched during the shift, noting the unit, capacity and the approximate time of dispatch on 


the printed Daily Load Forecast considering transmission limitations and the following guidelines: 


• Schedule units from the North Power Plants for a total capacity equal to 30% of the Load 


Forecast for each hour (NORTH LOAD). The North power plants include San Juan SP, Palo Seco 


SP, Palo Seco GP, Cambalache GP, and Vega Baja GP. Units in the North shall be scheduled 


per the merit order. 


 SE shall schedule renewable capacity following the example load curve in Appendix I, Solar 


Capability, of Interconnected Facilities Capability Procedure.  


• The curve shall begin at sunrise and end at sunset and have a capacity equal to the total of the 


renewables maximum capacity in the EMS. 


• Schedule AES and Ecoelectrica with the total optimal capability for cogeneration in the EMS. 


• Set the Spinning Reserve and Control Reserve per Policy on Reserves Procedure.  


• Schedule the remaining available units in merit order and dispatch to satisfy the Daily Load 


Forecast with consideration for the following constraints: 


  If the schedule cannot satisfy the Policy on Reserves, the SSE must seek approval from the 


MCCO and record any exceptions in the SSE Log. 
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3.2 Executing the Shift Plan 


Executing the Shift Plan is based on the Amended Daily Load Forecast worksheet that was constructed at 


the beginning of the shift.  


SE shall contact each of the plants regarding scheduled dispatch for the current shift, communicating the 


units to be dispatched and their anticipated timing. 


3.2.1 Dispatching and Monitoring System Operations  


• SE shall dispatch a combination of base load units, intermediary units and peaking units as 


available, to satisfy load forecast requirements. 


• SE shall Designate or confirm Spinning Reserves as available per the Policy on Reserves 


Procedure Update the EMS accordingly. 


• SE shall Dispatch the units per the Amended Daily Load Forecast when called for during the shift. 


Update the EMS Accordingly. 


• While maintaining Situational Awareness, the SSE, SE, STO & TO shall monitor the system to 


maintain the following: 


 SE - Control Reserves within current shift limits [Hourly]. 


 SE - Spinning Reserves within current shift limits [Hourly]. 


 SE - Recalculate Contingent Reserves [Hourly].30  


 SE – shall Endeavor to maintain 30% of Generation from Northern Units.  


 SE - Contingency plan for the sunset of renewables [within 90 min of sunset]. 


 SE - Re-validate contingency plans for G-1 event hourly when flows and loads are increasing 


[Hourly]. 
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 SSE, SE, STO, and TO – In the event of a G-1 event, execute the G-1 Contingency Plan in the 


current Shift Plan and rebalance Reserves following the Policy on Reserves. 


 STO and TO - System frequency within the range of 59.8 Hz to 60.2 Hz per Balancing Frequency 


and Voltage Procedure. For Alarm condition handling recommendations see Balancing Frequency 


and Voltage Procedure.   


 STO and TO - Alarm conditions for Transmission lines flows (Basic Signaling window). In an 


Alarm1 (80%), Alarm 2 (90%), or Alarm 3 (100%) condition refer to the Contingency and System 


Operating Limits procedure for recommended response and actions For Alarm1/Alarm2 


conditions, dispatch additional generation, or utilize parallel lines, capacitor banks, tap changers, 


line optimization through load balancing and switching. For Alarm3 conditions, if load shedding is 


required, reference the Load Shedding and Critical Loads procedures. 


 SE & SSE – Alarm conditions from generation plants (Basic Signaling Window). Review and 


acknowledge generation alarm (Alarm Summary Page - Generation). Contact appropriate 


personnel at the affected plant to confirm the alarm condition and review the resolution plan. If the 


plant requests to shut the unit down or reduce generation capacity, notify the SSE, negotiate an 


appropriate schedule for shutdown, or power reduction, and arrange for the dispatch of additional 


generation, as necessary. SSE to notify SO Management. 


• The Monitoring System Operations workflow charts in Appendix G and H provide guidance on 


which procedure to follow when systems operate outside of nominal limits. 


• Any events in which the system operates outside of System Operations procedures limits, the 


SSE shall seek approval from MCCO and be recorded in the SSE logbook. 


• If there are situations when resources cannot meet system load and load shedding is being 


considered, refer to the Load Shedding procedure. 
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3.3 Shift Turnover 


3.3.1 Shift Turnover Report 


Shift Turnover Report from the exiting SE, STO, and TO (see Appendix D) shall cover the following 


points: 


• Review any unit trips, and the previous shift’s logs. 


• Review the generation outage coordination. 


• Review transmission line and significant equipment outages. 


• Review the reserves as of the end of the previous shift. 


• Review the Amended Daily Load Forecast Worksheet. 


• Review and update the Automatic Generator Control (AGC) limits and Merit Order Dispatch 


sequence, if either has changed. 


3.3.2 Complete Shift Requirements  


The following tasks shall be completed before the end of the shift: 


• Verbal shift report to SE, STO, and TO coming on shift (See Appendix B and C and D).   


• Complete and submit to SSE all required shift reports. 


• Preserve the original Amended Load Forecast Worksheet and any documents from Turnover 


Report and file accordingly. 


• Ensure all significant events are logged appropriately. 


• Procedure Deviation Forms are filed appropriately, Appendix J. 
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3.3.3 System Operations Procedure Exceptions & Reserve Exceptions 


MCCO shall prepare a monthly control room logbook exception report by the fifth day of the following 


month that includes the following daily System Operations Procedure exception statistics: 


• Monthly statistics on the total number of System Operations Procedure exceptions of each type of 


reserve, total duration of all summed exceptions in each type, and the total number of days out of 


the month that each System Operations Procedure was in an exception condition, including N-1 


and G-1 situations. 


• Summary statement characterizing each System Operations Procedure exception type and the 


impact the exceptions had on the ability to operate the BPS without impairing system safety, 


stability and reliability. 


• Submit Monthly Reports to the Director System Operations. 
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Appendix A: Glossary 
Term Definition 


Spinning Reserve Spinning reserve is defined as unloaded generation that is rotating in 
synchronism with a utility-grid, i.e., the spinning generator is rotating at a 
speed that will produce power at precisely the same frequency as the 
frequency of the grid power.  A generation load that is online, begins 
responding immediately, and is fully responsive within 10 minutes. 


Controlled Reserves The online generation capacity that is devoted to providing the fast up and 
down balancing service controlled by the Automatic Generator Control 
(AGC). In this capacity, this generation is capable to increase output in 
response to a decline in frequency and decrease output in response to an 
increase in system frequency. 


Economic 
Dispatch/Merit Order 
Dispatch 


The merit order is a way of ranking available resources of energy in 


ascending order of price.  Dispatching generation in this way, known as 


economic dispatch and is designed to minimize the cost of electricity. 


SOP: The short-term determination of the optimal output of generation 
facilities, to meet system load, at the lowest possible cost, subject to 
transmission and operational constraints. 


Bulk Power System 
(BPS) 


Refers to all transmission and distribution system and related facilities, 
equipment and other assets related to the transmission and distribution 
system. 


Energy Management 
System (EMS) 


An energy management system is usually a collection of computer-aided 
tools used by operators of electric facilities to monitor, control, and optimize 
the performance of the generation and/or transmission system. 


SCADA An acronym for the Supervisory Control and Data Acquisition computer 
system. It is a system of computer-aided tools used by operators of electric 
utility grids to monitor, control, and optimize the performance of the 
generation or transmission system. 


System Operations Department in LUMA that operates the Bulk Power System 
Recall Times The amount of time required to restore a Transmission Line or 


Interconnected Facility to service that may either be currently out of service 
or that is scheduled to be taken out of service during the current shift. 


Phonetic Alphabet A communications technique used to help ensure that letters of the alphabet 
are accurately communicated. This is used in virtually all military 
communications. Examples: a=alpha, b=bravo, c= Charlie, d=delta, e=echo, 
f=foxtrot, f=Golf, etc.) 


Three-Part 
Communication 


The sender states the message, the receiver acknowledges the sender and 
repeats the message in a paraphrased form, and the sender acknowledges 
the receiver’s reply. 


Daily Load Forecast Forecasts load by selecting similar historical days' data and then obtaining a 
weighted average from them. 
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Term Definition 


Situational Awareness Is the understanding of what is happening, why it is happening and what 
might happen next.  It involves utilizing a questioning attitude to challenge 
assumptions and proactively operate the system to minimize or mitigate 
system events. 


N-1 Contingency Single Outage Contingency (N-1). The N-1 criterion is a minimum system 
security measure that the System Operator models the transmission network 
to address redundancy avoiding potential power interruptions.  If a 
component (any transmission element) should fail or be shut down the 
network security must still be guaranteed.  


G-1 Contingency G-1 contingency is the loss or failure of individual equipment such as a 
generator or transformer.  It simulates and quantifies the results of problems 
that could occur in the power system in the immediate future. 
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Appendix B: SE Shift Preparation Checklist 
Start-of-Shift Checklist 


Gather Information  


☐ Get Daily Load Forecast Worksheet 


☐ Review Weather Data 


☐ Review Production Costs Data on SCADA 


☐ Obtain Most Recent Merit Order Sequence 


☐ Retrieve Historical Load Data 


☐ Planned Generation Outage Information 


Define Dispatch Plan for Shift 


☐ Verify Unit Production Cost Data 


☐ Verify Load Forecast Inputs 


☐ Verify Generation Capacity and Availability 


☐ Construct and Communicate Dispatch Schedule for Current Shift 


 


Completed by:    


Date:    


Shift:    
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Appendix C: TO Shift Preparation Checklist  
TO Shift Preparation Checklist 


Review and update the following: 


☐ Latest list of all transmission assets that are currently offline due to maintenance 


☐ List of all maintenance outages to begin during the shift and their Recall times 


☐ Contact each maintenance team to confirm the maintenance schedule and Recall time 


☐ Update maintenance schedules as necessary 


☐ Determine which lines could be recalled if required and necessary Recall times 


 


Completed by:    


Date:    


Shift:    
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Appendix D: Shift Turnover Checklist  
Shift Turnover Checklist 


Verify and discuss the status of the following: 


☐ Review any unit trips SO Policy exceptions, and previous shift logs (SE & TO) 


☐ Review the generation outage coordination (SE) 


☐ Review transmission line and significant equipment outages (TO) 


☐ Review the reserves as of the end of the previous shift (SE) 


☐ Review the Amended Daily Load Forecast Worksheet and the G-1 contingency plan for the 
previous shift (SE) 


☐ Review and update the AGC limits and other Merit Order Dispatch sequence data, if either has 
changed (SE) 


 


Completed by:    


Date:    


Shift:  
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Appendix E: Daily Load Forecast Worksheet 
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Appendix F: Procedure Cross-Reference Matrix 
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Short Term Load Forecasting               
New Facility Interconnection               
Resource Adequacy Planning               
Interconnected Facility Retirements               
Legacy T&G Demarcation               
Interconnected Facilities Capabilities               
Black Start               
Telemetry               
Cybersecurity               
Root Cause Analysis and Corrective Actions               
Public Reporting               
Performance Reporting               
Stakeholder Management               
Policy On Reserves               
Reducing Risk Exposure to Contingencies               
Critical Loads               
Load Shedding               
Contingency and System Operating Limits Response               


Energy Dispatch, Scheduling &  
Merit Order X X X X X X X X  X X X  X 


Transmission Operations               
Plant Level Communications               
Balancing Frequency and Voltage               
Demand-Side Resources (NWA)               
System Operator Training               
Scheduling Planned T&G Outages               
Forced Outage               
Outage Execution and Closeout               
Emergency Response Execution               
Emergency Response Drills               
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Load Forecasting                 
New Facility Interconnections                
Resource Adequacy Assessments                 
Retirements                 
Legacy T&G Demarcation                 
Generator capability                 
Black Start                
Telemetry                 
Data/Cybersecurity                 
Root Cause & Lessons Learned                 
Public Reporting                
Performance Reporting                 
Stakeholder Management                 
Policy on Reserves                 
Reducing Risk Exposure to Contingencies                 
Critical Loads                
Load Shedding                 
Contingency & System Operating Limits 


 
               


Energy Dispatch, Scheduling & 
Merit Order X X X X X X X X X X X X X X X 


Transmission Operations                
Plant Level Communications                
Balancing Frequency and Voltage                
Demand-Side Resources (NWA)                
System Operator Training                
Scheduling Planned T&G Outages                
Forced Outage                
Outage Execution and Closeout                
Emergency Response Execution                
Emergency Response Drills                
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Appendix G: TO Monitoring System Operations 
Workflow 
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Appendix H: Transmission Operations Center 
(TOC) Room Layout  


 


 


  
Transmission 


Operator 38 kV 


(TO) 


Senior Transmission 
Operator 115/230 


kV 


(STO)   


Emergency Station 


Training 


Senior Shift 
Engineer 


(SSE) 


Shift Engineer 


(SE) 
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Appendix I: Daily Generation Status Report 


 


 


 
LUMA  


Informe Diario Condiciones Del Sistema 
Fecha: Day of Week, Month Day, Year 


Turno Turno 10-6 Turno 6-2 Turno 2-10 
  Min Max Min Max Min Max 


Turno Ing. Hinojosa Davey Monasterio 
Generator Name 1       


Turno Ing. Walker Hinojosa Campone 
Generator Name 2       


Turno Ing.       
Generator Name 3       


Turno Ing.       
Generator Name 4       


Turno Ing.       
Generator Name 5       


Turno Ing.       
Generator Name 6       


Turno Ing.       
Generator Name 7       


Turno Ing.       
Generator Name 8       


Turno Ing.       
Generator Name 9       


Turno Ing.       
Generator Name 10       


Turno Ing.       
Generator Name 11       
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Appendix J: Procedure Deviation Form 


 


  


APPENDIX J EXAMPLE: Procedure Deviation Form 
Date: 
SSE: 


Reason for Deviation: 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  


SSE Signature: __________________________________________________ 
Date:_______________ 
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1.0 Executive Summary  


New Large Generation Facilities shall execute a Large Generator Interconnection Agreement 


with LUMA. The Transmission Operations Center shall participate during the development, 


construction, and asset management milestones of the New Interconnected Facilities. 


2.0 Objective/Scope/Roles 


2.1 Objective 


The objective of this procedure is to define the interactions between Transmission Operations 


with LUMA stakeholders and the New Facilities during the projects’ lifecycle.  


2.2 Scope 


The LUMA Large Generator Interconnection Agreement (Appendix C-DRAFT), when approved by 


all regulatory stakeholders shall be executed between LUMA and the Generation Facility. LUMA 


does not have a commercial role in the procurement of new generation resources for the Bulk 


Power System, but it does have a primary role in the interconnection process of new generation 


assets, and eventually their lifecycle from initial synchronization to eventual retirement. This 


procedure will be consistent with the Integrated Resource Plan and other applicable energy policy 


and laws including the transition from fossil generation to renewable and utility scale energy 


storage, while promoting the safe, reliable, and cost-effective operation of the Bulk Power 


System(BPS). This procedure will initially reflect interconnections for new generation facilities 


acquired through the PREB-mandated Renewable Procurement Plan of 6-tranches. Furthermore, 


this procedure does not cover the interconnection of new facilities adhering to the Net-Metering 


regulations.  
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As new regulations relating to interconnection of Large Generators are developed and approved 


by the PREB, this Procedure shall be amended to integrate such regulations.  


 


2.3 Roles and Responsibilities 


The roles for the New Facility Interconnection Procedure include departments outside of the 


Transmission Operations Center. 


2.3.1 Director System Operations 


Director Systems Operations shall be responsible for overseeing the implementation of the 


Procedure. 


2.3.2 Manager, Supply Contracts Administration (Regulatory Department) 


The Manager, Supply Contracts Administration is responsible for the administration, financial 


reconciliation, and direct contact with New Facility Owners and Operators. 


2.3.3 Manager Energy Management 


Together with the Manager Control Center Support (MCCS) and the Project Director (PD), shall 


participate to the development of studies through operational meetings, and asset management 


meetings as required to support the interconnection of New Generation in accordance with the 


Generator Interconnection Agreement and shall report to the Director Systems Operations on the 


status of all such connections as necessary. 


2.3.4 Manager Control Center Support 


Together with the Manager Energy Management (MEM) and the Project Director (PD), shall 


participate to the development of studies through operational meetings, and asset management 


meetings as required to support the interconnection of New Generation in accordance with the 


Generator Interconnection Agreement and shall report to the Director Systems Operations on the 


status of all such connections as necessary. 
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2.3.5 Project Director TOC 


Together with the Manager Control Center Support (MCCS) and the Manager Energy 


Management (MEM), shall participate to the development of studies through operational 


meetings, and asset management meetings as required to support the interconnection of New 


Generation in accordance with the Generator Interconnection Agreement and shall report to the 


Director Systems Operations on the status of all such connections as necessary. 


2.3.6 Planning Department 


The LUMA Planning Department is responsible for producing the studies required for 


Interconnecting a New Generation Facility to the BPS. During the studies process, they will 


interface with System Operations for consultation and to inform the TOC of the status of new 


interconnections. 


2.3.7 Utility Transformation Department 


The Utility Transformation Department (UTD) is responsible for coordinating the interconnection 


process for new interconnection facilities beginning with the interconnection design approvals 


through the commissioning and testing of the facilities as per the renewable procurement 


documentation. The UTD will coordinate with and provide pricing to the interconnected facility 


owners for System Impact Studies, Facility Studies, and facility studies. 


2.3.8 New Facility Requestor (NFR) 


The New Facility Requestor(NFR) is the liaison between the new large facility interconnection 


facility owner/operator and LUMA.  The NFR is responsible for providing appropriate LUMA 


departments with the necessary information so that LUMA may perform and/or approve of 


designs, construction works, testing protocols, commissioning, and operational requirements for 


the duration of the asset lifecycle. 
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3.0 Procedure  


This procedure sets the steps to follow in the Interconnection Study Phase. 


3.1 Interconnection Study Request 


The New Facility Requestor shall make a formal request to the Utility Transformation Department 


to initiate the studies required for moving through the interconnection process. The request shall 


include the information as per the renewable program request for proposal. 


Requests for large new facility interconnections are initiated solely by PREPA and in the context 


of: 


• A PREPA or the Puerto Rico Energy Bureau (PREB) initiated Request for Proposal 


(RFP) process for acquisition of new generation. 


• A PREPA-executed new generation project. 


• The expansion or modification of an existing Large Generator with duly authorized Power 


Purchase Agreements. 


3.2 Feasibility Study 


Upon receipt of an Interconnection Study request and the Interconnection Study Data 


Requirements, the UTD shall request a firm cost and time estimate for such a study from the 


LUMA planning group. The LUMA planning group shall deliver the requested firm prices and 


estimated study timeline to Utility Transformation who will in turn communicate the price and 


delay considerations to the Requestor including a time validity of such offer. The UTD shall 


request advance payment from the NFR prior to the commencement of studies. If the NFR fails to 


make advance payment for the study within the offer validity period, the UTD shall reserve the 


right to invalidate the extended offer. 
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Upon receipt of payment from the NFR, the UTD shall coordinate with the PD and the TOC the 


commencement of the studies. 


Study results shall be communicated to the NFR for consideration. The results will include: 


• Transmission upgrades required for interconnection. 


• An estimate of the cost of the upgrades. 


• An estimate of the time required for the completion of the upgrades if executed. 


3.3 System Impact Study 


Upon receipt of a System Impact Study request and the corresponding System Impact Study 


Data Requirements, the UTD shall request a firm cost and time estimate for such a study from 


the LUMA planning group. The LUMA planning group shall deliver the requested firm prices and 


estimated study timeline to Utility Transformation who will in turn communicate the price and 


delay considerations to the Requestor including a time validity of such offer. The UTD shall 


request advance payment from the NFR prior to the commencement of studies. If the NFR fails to 


make advance payment for the study within the offer validity period, the UTD shall reserve the 


right invalidate the extended offer. 


Upon receipt of payment from the NFR, the UTD shall coordinate with the PD and the TOC the 


commencement of the studies. 


Study results shall be communicated to the NFR for consideration. The results will include: 


• Cost Estimates. 


• An estimate of the time required for the completion of the upgrades if executed. 
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3.4 Facility Study 


Upon receipt of a Facility Study request and the corresponding Facility Study Data Requirements, 


the UTD shall request a firm cost and time estimate for such a study from the LUMA planning 


group. The LUMA planning group shall deliver the requested firm prices and estimated study 


timeline to the UTD who will in turn communicate the price and delay considerations to the 


Requestor including a time validity of such offer. The UTD shall request advance payment from 


the NFR prior to the commencement of studies. If the NFR fails to make advance payment for the 


study within the offer validity period, the utility transformation department shall reserve the right 


invalidate the extended offer. 


Upon receipt of payment from the NFR, the UTD shall coordinate with the PD and the TOC the 


commencement of the studies. 


Study results shall be communicated to the NFR for consideration. The results will include: 


• Conceptual Design. 


• Portions of Detailed Design for:  


o Attachment Facilities. 


o Network Upgrades in accordance with System Impact Study. 


o Cost Estimates. 


o Engineering and Construction Schedule. 


  







NEW FACILITY INTERCONNECTION 
 


9 


 


Appendix A: Glossary 
Term Definition 


Integrated Resource 
Plan (IRP) 


Shall mean a plan that considers all reasonable resources to satisfy the 


demand for electric power services during a specific period of time, including 


those related to energy supply, wether existing, traditional, and/or new 


resources, and those related to energy demand, such as energy 


conservation and efficiency, demand response, and distributed generation by 


industrial, commercial or residential customers.  Every integrated resource 


plan (IRP) shall be subject to the provision of (Act 17-2019) and the rules 


established by the Bureau which shall approve the same.  Every plan shall 


be devised with broad participation from citizens and all interested groups. 


New Facility 
Requestor (NFR) 


In the context of the PREB’s 6-Tranche Renewable Energy Procurement 


Program, the NFR is a project developer and owner seeking to provide 


energy services through the BPS. 


System Impact Study An engineering study that evaluates the impact of the proposed 


interconnection on the safety and reliability of the transmission system. 


Interconnection 
Agreement 


Provides the procedural framework for moving from a submitted 


Interconnection Request to a completed interconnection for generators larger 


than 20 MW 


Large Generator A Large Generator is a generator, or an aggregation of generators, whose 


single or combined generating capacity is greater than 20 MW. 


Network Upgrades The additions, modifications, and upgrades to the Bulk Power System 


required to accommodate the interconnection of the Large Generating 


Facility to the BPS and that enhance either the capacity or the reliability of 


the integrated system. 


Point of 
Interconnection 


The point, as set forth in the Interconnection Agreement, where the 


Interconnection Facilities connect to TVA's Transmission System. 
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Appendix B: Procedure Cross-Reference 
Matrix 
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Short Term Load Forecasting               


New Facility Interconnection               


Resource Adequacy Planning               
Interconnected Facility Retirements               
Legacy T&G Demarcation               
Interconnected Facilities Capabilities               
Black Start               
Telemetry               
Cybersecurity               
Root Cause Analysis and Corrective Actions               
Public Reporting               
Performance Reporting               
Stakeholder Management               
Policy on Reserves               
Reducing Risk Exposure to Contingencies               
Critical Loads               
Load Shedding               
Contingency and System Operating Limits Response               
Energy Dispatch, Scheduling and Merit Order               
Transmission Operations               
Plant Level Communications               
Balancing Frequency and Voltage               
Demand-Side Resources (Non-Wire Alternatives)               
System Operator Training               
Scheduling Planned T&G Outages               
Forced Outage               
Outage Execution and Closeout               
Emergency Response Execution               
Emergency Response Drills               
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Short Term Load Forecasting                


New Facility Interconnection                
Resource Adequacy Planning                
Interconnected Facility Retirements                
Legacy T&G Demarcation                
Interconnected Facilities Capabilities                
Black Start                
Telemetry                
Cybersecurity                
Root Cause Analysis and Corrective Actions                
Public Reporting                
Performance Reporting                
Stakeholder Management                
Policy on Reserves                
Reducing Risk Exposure to Contingencies                
Critical Loads                
Load Shedding                
Contingency and System Operating Limits Response                
Energy Dispatch, Scheduling and Merit Order                
Transmission Operations                
Plant Level Communications                
Balancing Frequency and Voltage                
Demand-Side Resources (Non-Wire Alternatives)                
System Operator Training                
Scheduling Planned T&G Outages                
Forced Outage                
Outage Execution and Closeout                
Emergency Response Execution                
Emergency Response Drills                
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Appendix C: Standard Large Generator 
Interconnection Facility Agreement 
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1.0 Executive Summary  


This procedure addresses the conduct of routine and emergency transmission clearance order 


requests and subsequent switching operations that occur in preparation for field personnel 


performing repairs, maintenance, and new equipment installations on the Bulk Power System. 


Also included are generating station activities requiring transmission or substation switching 


beyond the physical bounds of the generating station or interconnected facilities. Processing and 


executing clearance order requests for transmission generation or substation switching is 


described, as well as safeguards to ensure that switching does not result in worker injury, 


equipment damage, system instability, loss of load or inefficient use of resources.  


2.0 Objective/Scope/Roles 


2.1 Objective  


This procedure supports LUMA’s goal to provide for the safe, reliable, and efficient daily operation 


of the Bulk Power System. The procedure provides a systematic process for the receipt, 


development, scheduling and conduct of transmission clearance orders and switching operations 


in support of daily transmission operations, maintenance and construction activities. 
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2.2 Scope 


This procedure shall be routinely used by personnel in the Transmission Operations 


Center(TOC), as well as by Transmission and Substation field personnel and contractors. The 


procedure covers receiving, processing, scheduling, and executing clearance order requests from 


transmission, substation, generating stations and interconnected facilities. The procedure is for all 


personnel conduction maintenance, construction or any other activities requiring switching on the 


Bulk Power System. This procedure does not cover actual hands-on, safe work practices used by 


person(s) performing maintenance or construction operations on the Bulk Power System. 


2.3 Roles 


2.3.1 Supervisor Transmission and Generation (STG) 


The STG has overall responsibility for the operation of the Transmission and Generation portion 


of the TOC. Oversees, manages and ensures that all transmission and transmission substation 


clearance order operations, both routine and emergency, are properly initiated, coordinated, 


executed and documented. 


2.3.2 Senior Transmission Operator (STO) 


The STO has direct responsibility for observing and supervising the activities of the Transmission 


Operators writing, directing and performing clearance orders and switching operations on the 115 


kV and 230 kV portions of the BPS. Also, the STO acts as a reviewing and approving authority as 


required for transmission-, transmission substation- and generation-related clearance order 


switching.  
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2.3.3 Transmission Operator (TO) 


The TO receives clearance requests; develops, writes, and initiates clearance orders for the 38 


kV portions of the BPS. Ensures that all clearance order requests, and subsequent switching are 


properly documented, performed as written, directed, and properly closed-out upon completion. 


Coordinates operations with the (SE). 


2.3.4 Shift Engineer (SE) 


The SE has direct responsibility for clearance order switching operations that are under the 


control of generating stations or interconnected facility owners or operators. Communicates 


directly with generating station personnel and interconnected facility owners or operators, to 


ensure that clearance order switching requests are completed as written, on time, and that proper 


equipment blocking, grounding, and tagging are performed and documented, as required, to 


ensure the safety of all workers. Coordinates clearance order switching operations with the STO 


and TO when clearance orders for generating stations or interconnected facilities require 


switching to be performed beyond generation station or interconnected facilities responsibility 


boundaries.  


2.3.5 Engineering 


Engineering is responsible for the real-time maintenance of the SCADA information database and 


all associated documentation including BPS schematics, as well as the operational status of the 


equipment on the BPS operated by LUMA. Any system changes shall be properly documented 


and communicated in real time to all TOC operations personnel. 


2.3.6 Generation Facility Operator (GFO) 


The GFO is responsible for operating and maintaining generation and interconnected facilities. 


This includes supervising, and/or operating the generation facility or interconnected facility 


including operating switches, breakers, grounding and other operations as necessary to provide 


clearance for work on the BPS.   
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3.0 Procedure  


3.1 Scheduled Clearance Orders 


This procedure covers the requesting, processing, execution, and closeout of clearance orders on 


the BPS.  


3.1.1 Clearance Request 
A request for a scheduled clearance order shall be received by the TOC at least 2 working days 


in advance of the time the clearance shall be required, and shall include the following 


information as specified on Clearance Application Form CN084-12371: 


3.1.1.1.  REQUESTOR’S NAME, COMPANY, TITLE, TELEPHONE 
NUMBER, EMAIL ADDRESS 
The requestor must be at a supervisory level or higher and shall be trained, tested and certified 


by LUMA in all aspects of these Transmission Operations Procedures. 


3.1.1.2.  START OF WORK 
If equipment shall be modified, added or removed from the BPS, then two schematics shall also 


be present showing the before and after system configurations. In addition, Form CN 084-12397, 


Request for Construction and Addition Clearances, shall also be completed. 


• Description of the specific work to be performed. 


• Required length of time for the work to be performed. 


• The extent to which the work to be performed is weather dependent. 


• Estimated time to stop work and make-safe. 


• A list of all required blocking points AND all locations where grounds must be installed 


including any switching, blocking or grounding that the crew shall perform themselves. 
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• The name and contact information for the supervisor or other person in charge at the 


work site. 


• The method and specific instructions shall be used to contact the personnel performing 


the work if an emergency arises. 


3.1.2 Engineering Shall Perform the Following: 
• Determine if the work that shall be done under the clearance shall modify, replace or 


add any equipment onto the BPS that shall change any circuit configurations, relaying or 


equipment ratings. 


• If so, Engineering shall determine if changes in SCADA and other equipment 


documentation can be completed as soon as the clearance is released following 


completion of work. 


• If the changes cannot be completed as above, then the Clearance Request shall be 


returned to the STO/TO who shall notify the requestor that the clearance shall have to 


be re-scheduled. 


• If the changes can be completed when the clearance is released, CN Form 084-1239 


(Appendix E) will be completed by Engineering. 


• Review existing deferred work orders to determine if other deferred work can be 


performed concurrent with this clearance request. 


• If so, Engineering shall notify the deferred work order owner to coordinate with the 


STO/TO handling the clearance request. 


• Notify the STO/TO that they have permission to proceed with processing the clearance 
request.  
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3.1.3 STO/TO Shall Complete the Following: 
• Write the switching order to establish the Clearance Order electrical and/or physical 


boundaries for the Clearance Order, and include the following: 


o The switching steps in the order in which they are to be completed. 


o A unique identifier for each piece of equipment to be operated (e.g., switch 


number or specific physical location). 


o The closing of, or installation of, any grounding switches or Standard Safety 


Grounds. 


o The revising of any relay settings, the measurement of any voltages, frequencies, 


or amperages. 


o Runs the proposed system configuration through SCADA to help ensure that 


system stability is maintained throughout the switching and clearance process. 


o Obtains an independent review of the switching process by another STO/TO. 


o Determines when switching commences so that it shall be completed by the 


clearance requested work start time. 


o Confirms that any field personnel required to perform the switching shall be 


available when required by the switching order. 
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• The STO/TO then shall commence switching operations and shall ensure that: 


o Section 3.7 of this procedure (Conduct of Operations/Switching on a Clearance 


Order) is always followed. 


o All steps are completed in the order specified in the switching order. 


o Each step of the switching is confirmed and recorded as complete before moving 


to the next step 


• Following completion of the required switching and blocking, the STO/TO: 


o Shall contact the lead person(s) performing the work and issues a permit to 


perform the work described on the clearance order. 


o Shall review the switching and blocking points with the Lead Person(s) using 


Three-Part Communication. 


o Shall inform the Lead Person(s) that any work-site safety grounds that are 


installed are the responsibility of the Lead Person(s) to record and remove prior 


to the release of the permit. 


o Shall confirm the method of communication with the Lead Person(s) in the event 


they must be contacted by the STO/TO during the work. 


o Shall confirm the expected duration of the work with the Lead Person(s). 


• The permit holder shall review the switching and blocking with the personnel performing 


the work as part of their required Pre-Job Briefing. 


• The lead person(s) shall contact the STO/TO prior to the end of their shift and reports the 


status of the work being performed. 
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• In the event the permit shall be held for more than one work shift: 


o The Lead Person(s) shall contact the STO/TO and supply them with off-hours 


contact that shall be aware of the work status, including any Work-Site Safety 


Grounds. 


o The Lead Person(s) can make decisions requiring any changes to the permit 


status if the STO/TO determines that system conditions necessitate that the 


permit must be released, or the limits modified. 


• Upon completion of all work, the Lead Person(s): 


o Shall remove all Work-Site Grounds. 


o Shall ensure that all personnel are in the clear and that all personnel are aware 


that the permit is about to be released and the area re-energized. 


o Shall contact the STO/TO and, using 3-Part Communications, inform them that: 


 All work is complete under their permit and state the permit number. 


 All Work-Site Safety grounds are removed. 


 All personnel are in the clear, and that the equipment within the 


clearance is ready to be re-energized. 


• The STO shall then: 


o Confirm the above information using 3-Part Communications. 


o Notify Engineering that work is completed. 
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• Engineering: 


o Shall ensure that any system equipment that has been added, removed, 


modified or rearranged has been added to the appropriate SCADA database, 


and is reflected on all appropriate electrical system documentation. 


o Shall notify the STO/TO that restoration of the system can proceed. 


• STO/TO shall then proceed with restoration of the switching and blocking related to the 


permit and ensures that  


o All communications required between personnel involved in the switching use 3-


Part Communications (i.e., say it, repeat back, confirm accuracy of repeat back). 


o All steps are completed in the order specified in the switching order. 


o Each step of the switching is confirmed and recorded as complete before moving 


to the next step. 


• Following completion of the required switching the STO/TO shall: 


o Notify Engineering that the restoration to normal switching is completed. 


o Record that all restoration to normal switching has been completed. 


o Check SCADA to ensure that the BPS is stable. 


o Forward the completed clearance order for filing with the appropriate portion of 


the organization (e.g., clearances programming section of clearances). 
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3.2 Emergency Clearance Orders 


NOTE TO TRAINERS:  The “Extraordinary” Clearance Classification has boon eliminated. All 


clearances shall be either SCHEDULED, or an EMERGENCY. 


3.2.1 Shall follow the same procedure as Scheduled Clearance Orders 
EXCEPT: 


• Emergency Clearance Form AEE15.4-2 (See Appendix E) shall be completed by the 


requestor instead of Clearance Application Form CN084-12371 (See Appendix C). 


• The emergency clearance order request shall be immediately reviewed by the STG OR, 


if not available, by any 2 TSO/TOs to confirm that the request warrants an emergency 


clearance classification. 


• The STO/TO shall immediately write the required switching to perform the clearance and 


schedule appropriate personnel to perform any required field switching that shall be 


required and proceed with the required switching. 


The STO/TO shall then notify engineering of the emergency request but shall proceed with 


switching regardless of engineering readiness to make permanent changes to SCADA and other 


system data. 


• No Clearance Application Form CN084-12371 shall be required until the emergency 


clearance is completed at which time the SE shall complete the Form CN084-12371. 


• The STO/TO shall immediately: 


o Contact all personnel who are performing switching operations within the affected 


area and confirm the status of their switching progress. 


o Contact any field personnel working on any equipment within the affected area 


that extraordinary emergency switching is taking place. 
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o Write the required switching to perform the clearance and immediately dispatch 


any personnel necessary to perform any required field switching that shall be 


required. 


• Engineering shall immediately prepare temporary work-around data required for SCADA or 


other data necessary for short-term use. 


• Engineering shall then begin the process of making any permanent BPS changes. However, 


Engineering shall not hold up the progress of performing the necessary switching required for 


the Emergency Clearance Order. 
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3.3 Restrictions 


3.3.1 Shall follow the same procedure as a scheduled clearance order 


EXCEPT: 


• A request for restrictions shall be submitted to the STO/TO at least one working day prior 


to the required restriction being required. 


• Shall not involve the opening or closing of switches, breakers, disconnects or other 


equipment that Shall have the effect of altering the BPS’s normal configuration. 
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3.4 Clearances Involving Generation, and/or Interconnected 
Facilities 


3.4.1 Shall follow the same procedure as a Scheduled Clearance Order, 
Emergency Clearance Order or Extraordinary Clearance Order and 
additionally: 


• A request for a clearance order that requires switching within the physical limits of a 


generation or interconnected facility shall be forwarded to the SE in addition to 


Engineering. 


• The SE shall contact the generation or interconnected facility operator/owner and 


request that they perform all required switching within their facilities. 


o The Generation or Interconnected Facility owner/operator shall: 


 Confirm that the required switching shall be completed within the time 


frame indicated on the clearance request. 


 Complete all required switching operations within the agreed time frame 


and issue a permit to the TOC.  


 This permit shall serve as proof that all requested switching and/or the 


closing of station grounds and/or ground trucks has been completed and 


appropriately tagged in accordance with OSHA 1910.269. 


o The SE shall notify the STO/TO that the required generation and/or 


interconnected facility is completed, and a permit has been issued to the TOC 


where it shall be held. 


• The STO/TO will include this permit in the clearance order and the resulting permit for the 


performance of work in accordance with the original clearance request. 


• Upon release of the permit on the BPS the SE shall notify the GFO that the TOC is 


releasing the Generation or Interconnected Facility permit 
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3.5 Calibration and Trip Tests by Relays 
3.5.1 A clearance order shall not be required to calibrate equipment on the 


BPS. 


3.5.2 Relay personnel approved to request clearances shall request 
permission to perform calibrations and relay trip testing through the 
STO/TO 


• The request may be either written or verbal to the STO/TO. 


3.5.3 The request shall be entered into the TOC log by the STO/TO who shall 
review the request to ensure that the requested calibration work will not 
adversely affect the stability of the BPS or interfere with other work or 
clearances currently in progress on the BPS. 


3.5.4. Scheduled, emergency or extraordinary clearance requests shall take 
priority over any calibration requests. 
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3.6 Verification of Switch Operation by Supervisory 
Equipment 


3.6.1. Verification tests of supervisory control equipment operations or switches 
shall be performed through coordination of the relay personnel, the STO/TO, and 
SE/SSE shall be entered in the TOC log. 


3.7 Conduct of Operations/Switching on a Clearance Order 
3.7.1 All communications required between personnel involved in the 


switching shall use 3-Part Communication. All communications shall 
use the Phonetic Alphabet when saying or repeating alpha-numeric 
equipment descriptions. 


3.7.2 Each switch, circuit breaker or other piece of equipment shall be opened 
or closed using a separate command, including the operation of closing 
disconnects in connection with synchronizing a unit, EXCEPT: 


• Every command regarding the operation of a switch or other piece of equipment shall 


include repeating the clearance order number. 


3.7.3 Job Site earth grounding shall be completed prior to any workers 
starting work and shall be installed on all sides of the work area. The 
person in charge shall have responsibility to record the location of all 
Job Site Earth Grounding installed by the crew and the responsibility to 
remove the Job Site earth grounds before the clearance is released. 


3.7.4 Under no circumstances shall any piece of equipment be treated as at 
Zero Potential until an approved test for no voltage is performed.  


3.7.5 Before any clearance is released, the person in charge shall confirm that 
all Job Site Earth Grounds are removed and that all personnel are clear 
of the work area that shall be re-energized. This information shall also be 
given to the STO/TO when the clearance is released. 
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Appendix A: Glossary 
Term Definition 


3-Part Communication 


 


Used whenever communicating precise instructions between 2 or more 


persons. The sender speaks the instruction, the receiver repeats the 


instruction back to the sender, and the sender then replies back to the 


receiver that the instruction was correctly communicated. 


Clearance Order A written document that includes all components and actions necessary to 


de-energize equipment so the specific work can be performed safely. 


Clearance Request The request must accurately describe all equipment and lines to be isolated 


and the work that shall be performed. The Clearance Request shall be 


received by the TOC at least two working days in advance of the scheduled 


start date. 


Emergency Clearance 
Order 


A request for an Emergency Clearance Order must be approved by the 


STG, if available or 2 TSO/SOs. The STO/TO shall immediately write the 


required switching and schedule appropriate personnel to complete the 


required switching and all necessary tasks. 


Engineering Is responsible for the real-time maintenance of the SCADA database and all 


BPS schematics, as well as operational status of the equipment on the BPS 


operated by LUMA. 


Ground Truck A piece of equipment (sometimes referred to as an earth truck) that looks 


like an electrical breaker that can be racked in or out of a breaker 


compartment. It is used in place of the breaker to provide grounding for the 


conductors feeding out of a breaker. It has the same capabilities and 


purpose as job site earth grounds at a job site. 
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Term Definition 


Job Site Earth Grounds 
or 
Work Site Grounds 


Also referred to as Standard Safety Grounds (SSGs) or Personal Protective 


Grounds are Portable grounds that are installed at a job site to help ensure 


that the work area remains de-energized during all work that requires the 


equipment to be de-energized. They consist of covered copper extra flex 


conductor and clamps at either end that are attached to the copper 


conductor. They must be capable of conducting the maximum fault current 


that could flow at the point of grounding for the time necessary to clear any 


electrical fault. 


Lead Person Typically, a Job Leader, Foreman, or Supervisor who is directly responsible 


for the field personnel performing work. This person typically holds a permit 


and is directly responsible for ensuring that it is safe to work following the 


issuance of a permit for work on the bulk power system including the 


installation of any job site earth grounds. 


Microsoft Access 
Database 


Computer program that is designed to store information in a form that can 


be easily, reviewed, sorted, tracked, and retrieved. In this procedure it is 


used to enter information (data) regarding clearance requests and their 


status(s). 


OSHA 1910.269 Document issued by the United States Department of Labor Occupational 


Safety and Health Administration. Section 1910.269 covers Electric Power 


Generation, Transmission, and Distribution. This document covers the 


government work standards that must be met when working on electric 


generation, transmission, or distribution equipment. It is also referred to as 


29 CFR Part 1910. 269.  


Pre-Job Briefing 


 


A Puerto Rico OSHA requirement (Sometimes referred to as a tailboard) 


that all crews, or an individual working alone, reviews the work that shall be 


done, the risks involved, the barriers to prevent any incidents or accidents, 


and the safety equipment, tools, and procedures to be used during the work. 


This information shall be written down and kept as part of the 


documentation for the work being performed. 
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Term Definition 


Phonetic Alphabet 


 


A communications technique used to help ensure that letters of the alphabet 


are accurately communicated. This is used in virtually all military 


communications. Examples: a=alpha, b=bravo, c= Charlie, d=delta, e=echo, 


f=foxtrot, f=Golf, etc.) 


 


Restrictions Used to describe a condition when a piece of equipment on the Bulk Power 


System is temporarily prohibited from operating as it is normally intended. 


For example: a transmission line breaker that is normally designed to re-


close once after it trips off for any reason but is temporarily reset to prohibit 


this re-close operation. 


Zero Potential 


 


Used to describe when a piece of electrical equipment is at the same 


potential as ground (earth). A piece of equipment is not at zero potential until 


it has been tested using approved methods and proven to be at zero 


potential. 
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Appendix B: Procedure Cross-Reference 
Matrix 


Procedure Reference Matrix,  
Part 1 of 2 Sh


or
t T


er
m


 L
oa


d 
Fo


re
ca


st
in


g 


Ne
w


 F
ac


ili
ty


 In
te


rc
on


ne
ct


io
n 


R
es


ou
rc


e 
A


de
qu


ac
y 


Pl
an


ni
ng


 


In
te


rc
on


ne
ct


ed
 F


ac
ili


ty
 


R
et


ire
m


en
ts


 


Le
ga


cy
 T


&
G


 D
em


ar
ca


tio
n 


In
te


rc
on


ne
ct


ed
 F


ac
ili


tie
s 


C
ap


ab
ili


tie
s 


B
la


ck
 S


ta
rt 


Te
le


m
et


ry
 


C
yb


er
se


cu
rit


y 
 


R
oo


t C
au


se
 A


na
ly


si
s 


&
 


C
or


re
ct


iv
e 


A
ct


io
ns


 


Pu
bl


ic
 R


ep
or


tin
g 


 


Pe
rf


or
m


an
ce


 R
ep


or
tin


g 
 


St
ak


eh
ol


de
r M


an
ag


em
en


t  


Po
lic


y 
on


 R
es


er
ve


s 


Short Term Load Forecasting               
New Facility Interconnection               
Resource Adequacy Planning               
Interconnected Facility Retirements               
Legacy T&G Demarcation               
Interconnected Facilities Capabilities               
Black Start               
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Root Cause Analysis and Corrective Actions               
Public Reporting               
Performance Reporting               
Stakeholder Management               
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Reducing Risk Exposure to Contingencies               
Critical Loads               
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Contingency and System Operating Limits Response               
Energy Dispatch, Scheduling and Merit Order               
Transmission Operations               
Plant Level Communications                


Balancing Frequency and Voltage               
Demand-Side Resources (Non-Wire Alternatives)               
System Operator Training               
Scheduling Planned T&G Outages               
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Outage Execution and Closeout               
Emergency Response Execution               
Emergency Response Drills               
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Short Term Load Forecasting                
New Facility Interconnection                
Resource Adequacy Planning                
Interconnected Facility Retirements                
Legacy T&G Demarcation                
Interconnected Facilities Capabilities                
Black Start                
Telemetry                
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Root Cause Analysis and Corrective Actions                
Public Reporting                
Performance Reporting                
Stakeholder Management                
Policy On Reserves                
Reducing Risk Exposure to Contingencies                
Critical Loads                
Load Shedding                
Contingency and System Operating Limits Response                
Energy Dispatch, Scheduling and Merit Order                
Transmission Operations                


Plant Level Communications                 


Balancing Frequency and Voltage                
Demand-Side Resources (Non-Wire Alternatives)                
System Operator Training                
Scheduling Planned T&G Outages                
Forced Outage                
Outage Execution and Closeout                
Emergency Response Execution                
Emergency Response Drills                
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Appendix C: Clearance Request Numbering 
Convention  


Numbering Convention for Clearance Requests consists of 4 alpha-numeric characters (i.e., 
XXXX). The first character identifies the requesting region/sub-division as follows: 


 


-0- Bayamón Technical Operations Region 


-1- San Juan and Carolina Technical Operations Region 


-2- Caguas Technical Operations Region 


-3- Ponce Technical Operations Region 


-4- Mayagüez Technical Operations Region 


-5- Arecibo Technical Operations Region 


-6- Electrical Conservation Subdivision 


-7 - Electrical System Protection Subdivision  


-8- Department of Conservation of Generating Stations 


-9- Combined Cycle facilities 


-G- Gas Turbine facilities attached to the Hydro-Gas Division 


-H- Hydroelectric facilities attached to Hydroelectric and Gas  


-T- Thermoelectric facilities 


-N- Emergencies for work in the North Area 


-S- Emergencies for work in the South Area 


 


The last 3 characters Shall be assigned consecutively starting with 001 through 999. This 
numbering Shall be annual by calendar year startin g with January.  
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Appendix D: Form CN084-12371 Clearance 
Application Form 
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Appendix E: Form CN084-12397 Request 
for Construction and Addition 
Clearance 
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Appendix F: Form AEE15.4-2 Emergency 
Clearances Form  
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1.0 Executive Summary  


This Plant Level Communications Procedure shall be used to develop a separate accepted 


operating procedure for each interconnected facility in the Bulk Power System. 


2.0 Objective/Scope/Roles 


2.1 Objective  


This procedure directs both parties, LUMA system operations and the Interconnected Facilities in 


the development of a Plant Level Communications procedure to ensure proper communications 


related to any commercial arrangement are established and maintained 


 


2.2 Scope 


The scope of this procedure defines the steps to develop clear Plant Level Communications 


procedures and shall provide the steps to establish the methods of communication, protocols, 


facility scheduling, energy dispatching, capability dispatching, the transfer of data and the 


management of emergency activities. The Interconnected Facilities and System Operations shall 


follow this procedure prior to commercial operation. 
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2.3 Roles 


2.3.1 Manager Energy Management (MEM) 


The MEM shall manage the activities of the development of the Plant Level Communications 


procedure and the accepted operating procedure including assignments and approval. 


2.3.2 Interconnected Facility Representative (IFR) 


The IFR is the main point of contact for development of the Plant Level Communications 


procedure including accepted operating procedures including assignments and approval.  
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3.0 Procedure  


This procedure will document agreement on the following topics and additional topics as the 
specific Interconnected Facility capabilities allow. 


3.1 Identify Representatives  


The IFR and the MEM shall identify personnel to fulfill the roles listed in the following table. 


Designated Contacts 


Company Position Title Phone Fax 


Facility 
Generator Facility 


Operator (GFO) 
TBD TBD 


Facility 


Generator Facility 


Operator Back-up 


(GFOBU) 


TBD 


 


System 


Operations 


Senior Shift 


Engineer (SSE) 
TBD TBD 


System 


Operations 


Shift Engineer 


(SE) 
TBD TBD  
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3.2 System Operation Procedures 


The MEM shall provide the IFR access to the applicable System Operating procedures that the 


Interconnected Facility shall be required to follow upon approval of the Plant Level 


Communication procedure and accepted operating procedures.  The list of applicable procedures 


Shall be made available to the IFR (see Appendix C). 


3.3 Communication Procedure 


The MEM and the IFR shall develop language in the Plant Level Communications procedure, 


including accepted operating procedures, that addresses communication mechanisms. These 


communications shall include, but are not limited to: 


 Provisions to monitor all modes of communication.  


 Direct, non-public, voice communication between System Operator and Interconnected 


Facilities. 


 Direct data communication between System Operator and Interconnected Facilities.  


 Each of the Interconnected Facilities shall manage, alarm, test and/or actively monitor vital 


telecommunication facilities and equipment not used for routine communication. 


 All email communication related to the operation of Interconnected Facilities shall be secured 


and classified as proprietary. 


 Data Transmissions 


 Electronic Transmission 


 Public Communications 


 Electronic Data Capture 


 Electronic Data Loggers  
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3.4 Declaration of Capabilities 
The execution of a Power Purchase Agreement shall trigger the requirement under the Plant 


Level Communications procedure and the accepted operating procedures for the ICF GFO to 


inform the System Operator of the Interconnected Facility capabilities.  


3.5 Dispatch Capability 
The execution of a Power Purchase Agreement shall trigger the requirement under the Plant 


Level Communications procedure and the accepted operating procedures for the ICF GFO to 


inform the System Operator of the Interconnected Facility dispatch capability. 


3.6 Ancillary Services 


The Plant Level Communication procedure and accepted operating procedures will identify how 


the ICF GFO shall provide the System Operator of the Interconnected Facility capabilities as they 


relate to; reactive power, regulation, Automatic Generator Control, Spinning reserves capability, 


emergency dispatch capability, Black Start capability and additional ancillary services available.   


3.7 Scheduling 


The ICF GFO and System Operator will agree on communication of and limits of capability 


scheduling. 


3.8 T&D System Operation and Communication 


System Operator shall communicate T&D related  


3.9 Emergency Communications 


The MEM shall ensure the IFR is aware of the Emergency Response Plan and their 


responsibilities during emergency events. 
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3.10 Interconnected Facilities Emergency Reporting 
Requirements 


The IFR shall establish emergency reporting protocol and required actions to respond to an 


Interconnected Facility Emergency within the Plant Level Communications, including accepted 


operating procedures. Examples of site/facility emergency events are: 


 Death  


 Major Injury 


 Homeland Security Violation or breach of security 


 Risk of permit or license Loss 


 Major equipment failure 


 Fuel supply interruption 


3.11 Sabotage 
The MEM and the IFR shall ensure there are provisions to address Sabotage events included in 


the Plant Level Communications, including accepted operating procedures. 


3.12 Three-Part Communication  
The MCCO and IFR shall ensure that there is a policy to use the three-part communication 


protocol in all modes of communication. 


3.13 Data Retention and Storage Requirements 
MCCO and IFR shall prepare and implement a backup and archiving plan which minimizes the 


loss of critical data upon the occurrence of any hardware failure or a catastrophic system loss. 
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Appendix A: Glossary 
Term Definition 


Black Start  A black start is the process of restoring an electric power station or a part of 


an electric grid to operation without relying on the external electric power 


transmission network to recover from a total or partial shutdown. 


Bulk Power System Refers to all transmission and distribution system and related facilities, 


equipment and other assets related to the transmission and distribution 


system. 


Reactive Power Reactive power is a term for the imaginary (non-real) power from inductive 


loads like motor or capacitive loads (less common). It is generally measured 


in units of VARs (volt-amps reactive). It is used to support imbalances in a 


bulk power system 
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Appendix B: Procedure Cross-Reference 
Matrix 


Procedure Reference Matrix,  
Part 1 of 2 
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Short Term Load Forecasting               
New Facility Interconnection               
Resource Adequacy Planning               
Interconnected Facility Retirements               
Legacy T&G Demarcation               
Interconnected Facilities Capabilities               
Black Start               
Telemetry               
Cybersecurity               
Root Cause Analysis and Corrective Actions               
Public Reporting               
Performance Reporting               
Stakeholder Management               
Policy On Reserves               
Reducing Risk Exposure to Contingencies               
Critical Loads               
Load Shedding               
Contingency and System Operating Limits Response               
Energy Dispatch, Scheduling and Merit Order               
Transmission Operations               


Plant Level Communications                
Balancing Frequency and Voltage               
Demand-Side Resources (Non-Wire Alternatives)               
System Operator Training               
Scheduling Planned T&G Outages               
Forced Outage               
Outage Execution and Closeout               
Emergency Response Execution               
Emergency Response Drills               
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Procedure Reference Matrix,  
Part 2 of 2 
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Short Term Load Forecasting                
New Facility Interconnection                
Resource Adequacy Planning                
Interconnected Facility Retirements                
Legacy T&G Demarcation                
Interconnected Facilities Capabilities                
Black Start                
Telemetry                
Cybersecurity                
Root Cause Analysis and Corrective Actions                
Public Reporting                
Performance Reporting                
Stakeholder Management                
Policy On Reserves                
Reducing Risk Exposure to Contingencies                
Critical Loads                
Load Shedding                
Contingency and System Operating Limits Response                
Energy Dispatch, Scheduling and Merit Order                
Transmission Operations                


Plant Level Communications                 
Balancing Frequency and Voltage                
Demand-Side Resources (Non-Wire Alternatives)                
System Operator Training                
Scheduling Planned T&G Outages                
Forced Outage                
Outage Execution and Closeout                
Emergency Response Execution                
Emergency Response Drills                
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Appendix C: Procedure List 
SOP Procedure 1_Short Term Load Forecasting 


SOP Procedure 2_New Facility Interconnection 


SOP Procedure 3_Resource Adequacy Planning 


SOP Procedure 4_Interconnected Facility Retirements 


SOP Procedure 5_Legacy T&G Demarcation 


SOP Procedure 6_Interconnected Facilities Capabilities 


SOP Procedure 7_Black Start 


SOP Procedure 8_Telemetry 


SOP Procedure 9_Cybersecurity 


SOP Procedure 10_Root Cause Analysis and Corrective Actions 


SOP Procedure 11_Public Reporting 
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SOP Procedure 12_Performance Reporting 


SOP Procedure 13_Stakeholder management 


SOP Procedure 14_Policy On Reserves 


SOP Procedure 15_Reducing Risk Exposure to Contingencies 


SOP Procedure 16_Critical Loads 


SOP Procedure 17_Load Shedding 


SOP Procedure 18_Contingency and System Operating Limits 


Response 


SOP Procedure 19_Energy Dispatch, Scheduling and Merit Order 


SOP Procedure 20_Transmission Operations 


SOP Procedure 21_Plant Level Communications 


SOP Procedure 22_Balancing Frequency and Voltage 
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SOP Procedure 23_Demand-Side Resources (Non-Wire 


Alternatives) 


SOP Procedure 24_System Operator Training 
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1.0 Executive Summary  


The Balancing Frequency and Voltage procedure provides direction to the Transmission 


Operations Center personnel to utilize generation and transmission elements to control the Bulk 


Power System’s frequency and voltage. 


• The lack of ability or capability to balance frequency or voltage or both can lead to 


negative events such as: equipment damage, load shedding, brownouts and blackouts. 


2.0 Objective/Scope/Roles 


2.1 Objective 


To provide the actionable steps for Transmission Operations Center personnel to anticipate and 


mitigate system imbalances as well as responding to real-time imbalances related to frequency 


and voltage.   


2.2 Scope 


This procedure illustrates that balancing frequency and voltage is a critical component of properly 


operating the Bulk Power System. In addition, it provides direction to the Transmission 


Operations Center personnel to manage the Bulk Power System frequency and voltage in a 


continuous manner. This procedure focuses on the high-voltage operating system,  with the 


equipment, limits and corrective action steps described all residing within the same high-voltage 


operating system. 
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2.3 Roles and Responsibilities 


The Senior Shift Engineer (SSE) is the main decision maker during this process. He is supported 


by the Shift Engineer (SE), Senior Transmission Operators (STO) and Transmission Operators 


(TO). They communicate verbally in the Transmission Operations Center (TOC). The SSE may 


consult with the Manager Control Center Operations (MCCO) as necessary. 


The process is performed daily and begins when the SSE enters for their shift. The SSE monitors 


the balancing process continually. 


2.3.1 Senior Shift Engineer (SSE) 


The SSE is responsible for: 


 The overall operation of the system; works directly with the SE, STO and TO to manage the 


overall technical operation of all interconnected facilities in a real-time setting.  


 The operation of both the primary and back up control centers.  


 Supervision of the SE, STO and TO during the shift.  


2.3.2 Shift Engineer (SE) 


The SE is responsible for: 


 Dispatch of real and reactive power, as well as ancillary services, for all interconnected 


facilities.  


 Communication with primary contacts for all power plants and TO’s.  
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2.3.3 Senior Transmission Operator (STO) 


The STO is responsible for: 


 The routing and balance of real and reactive power through the 230/115 kV transmission lines 


and working with the SE to jointly manage energy needs.  


  Coordinating with the SE regarding frequency regulation, transmission flows and the current 


state of outages and Recall times for assets and interacts with SSE.  


2.3.4  Transmission Operator (TO) 


The TO is responsible for: 


 The routing and balance of real and reactive power through the 38 kV transmission lines 


and working with the SE to jointly manage energy needs  


 Coordinating with the SE regarding frequency regulation, transmission flows and the 


current state of outages and Recall times for assets and interacts with SSE.  
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3.0 Procedure  


The SE, STO and TO shall communicate verbally and will take immediate action upon receiving 


SCADA alarms for frequency and voltage variations as follows: 


3.1 Low-Voltage Alarm (-5% nominal voltage)  


The following responses shall be used as needed to resolve the condition: 


 The SE, STO and TO shall locate the condition of the low voltage. 


 The SE, STO and TO shall identify resources available to be enlisted to correct the low-


voltage situation. 


 The STO or TO shall switch capacitor banks in-service via SCADA from the TOC  as a first 


action. 


 The STO or TO shall switch reactors out-of-service via SCADA from the TOC (if capability 


exists). 


 The STO or TO shall raise high-voltage transformer taps via SCADA from the TOC as a 


second action. 


 The SE shall use the generators to generate more reactive power via SCADA from the TOC  


as a third action. 


3.2  High-Voltage Alarm (+5% nominal voltage)  


The following responses shall be used as needed to resolve the condition: 


 The SE and STO or TO shall locate the condition of the high voltage. 


 The SE and TO shall identify resources available to be enlisted to correct the high-voltage 


situation. 
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 The SE shall use the generators to generate less reactive power via SCADA from the TOC 


as a first action. 


 The STO or TO shall lower high-voltage transformer taps via SCADA from the TOC as a 


second action. 


 The STO or TO shall switch capacitor banks in-service via SCADA from the TOC as a third 


action. 


 The STO or TO shall switch reactors out-of-service via SCADA from the TOC (if capability 


exists). 


3.3 Low-Frequency Alarm (Frequency at 59.8 Hz)  


The following responses shall be used as needed to resolve the condition: 


 The SE and STO or TO shall locate the condition of the low frequency, which for this alarm 


will always be island wide. 


 The SE and STO or TO shall identify all generation resources available to be enlisted to 


correct the low frequency situation. 


 The SE shall increase generation capacity using adequate reserves via SCADA from the 


TOC as the main action. 


 The SE, STO and TO shall consider manual load shedding as a possibility if they deem 


additional generation shall not be available in time to halt the decrease in frequency prior to 


the 59.2 Hz auto under-frequency relay load shedding. 
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3.4 High-Frequency Alarm (Frequency at 60.2 Hz)  


The following responses shall be used as needed to resolve the condition: 


 The SE and STO or TO shall locate the condition of the high frequency, which for this alarm 


will always be island-wide 


 The SE and STO or TO shall identify all generation resources available to be enlisted to 


correct the high-frequency situation 


 The SE shall reduce generation (ramp down) via SCADA from the TOC as the main action  
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Appendix A: Glossary 
Term Definition 


Transmission 
Operations Center 
(TOC)  


The main control room for the LUMA transmission system and interconnected 


facilities. The TOC has certified Independent System Operators who are 


responsible for operation and communication with all Interconnected 


Facilities and the operation of 230 KV, 115 KV and 38 KV. systems 


Bulk Power System 
(BPS) 


Refers to all transmission and distribution system and related facilities, 


equipment and other assets related to the transmission and distribution 


system.  The collection of interconnected transmission, generation, and 


control systems necessary to operate an integrated transmission system 


while maintaining reliability. 


Capacitor A device used to store an electric charge, consisting of one or more pairs of 


conductors separated by an insulator. 


Controlled Reserves The online generation capacity that is devoted to providing the fast up and 


down balancing service controlled by the Automatic Generator Control 


(AGC). In this capacity, this generation is capable to increase output in 


response to a decline in frequency and decrease output in response to an 


increase in system frequency. 


Automatic Generator 
Control (AGC) 


A computerized system that helps calculate the required parameters or 


changes to optimize the operation of generation units. The automatic 


generation control software uses real-time data such as frequency, actual 


generation, tie-line load flows, and the plant unit controller status to provide 


automatic electrical generation changes. 


SCADA System An acronym for the Supervisory Control and Data Acquisition computer 


system. It is a system of computer-aided tools used by operators of electric 


utility grids to monitor, control, and optimize the performance of the 


generation or transmission system. 


Spinning Reserves Spinning reserve is defined as unloaded generation that is rotating in 


synchronism with a utility-grid, i.e., the spinning generator is rotating at a 


speed that will produce power at precisely the same frequency as the 


frequency of the grid power.  A generation load that is online, begins 


responding immediately, and is fully responsive within 10 minutes. 
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1.0 Executive Summary  


The System Operator Training procedure defines the requirements for System Operators to 


become a LUMA Certified System Operator in the Transmission Operations Center and 


Distribution Operation Centers to perform their job functions and independently operate the Bulk 


Power System. Topics covered in this procedure include training on procedures, on-the-job 


training, competency verification, certification requirement, re-certification, continuing training and 


proper documentation of all training materials. 


2.0 Objective/Scope/Roles 


2.1 Objective 


The objective of the System Operator Training procedure is to define the curriculum, 


prerequisites, and requirements to certify System Operators to perform their roles independently 


and maintain their certification through ongoing training or re-certification examination. This 


procedure also defines all the training requirements of system operators to ensure the safe, 


competent and reliable operation of the Bulk Power System (BPS) and maintain the system 


through various conditions of operations. The LUMA System Operator Certification is designed to 


provide the public and regulatory entities with confidence in the competence and capabilities of 


the System Operators. 
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2.2 Scope 


This procedure describes how a candidate for a System Operator position progresses through 


the various training modules, meets requirements and passes assessments and testing as an 


Operator In Training (OIT) to become an independent system operator on the BPS. The 


procedure also defines the system operator’s ongoing training, requirements to maintain 


certification, re-certification and maintain training records. 


2.3 Roles and Responsibilities 


This section addresses the roles and their involvement in successfully training and certifying a 


System Operator. 


2.3.1 Manager Control Center Operations (MCCO) 


Is responsible to review and participate in the selection of possible candidates for the System 


Operations positions. MCCO shall verify that all candidates are properly trained, are following all 


training and continuing training requirements and are certified to independently operate the BPS. 


2.3.2 Manager Control Center Support (MCCS) 


Is responsible to verify all documentation is current and correct for all System Operators and 


participate in candidate selection as needed and periodic evaluation of Operators.  
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2.3.3 Supervisor Transmission and Generation (STG) 


Performs periodic evaluation of System Operators for certification and participates in candidate 


selection as needed. 


2.3.4 Supervisor Distribution (SD) 


Performs periodic evaluation of Senior Distribution Operator (SDO) for certification and 


participates in candidate selection as needed  


2.3.5 Training Coordinator (TC) 


Manages all aspects of training and certification of System Operators including the following: 


• Maintains all training documentation of System Operators including Certification and 


periodic performance evaluation records. 


• Verifies that all candidates are properly trained, are in compliance with initial and 


continuing training requirements and maintain their certification status to 


independently operate the BPS. 


• Provides reports of training information to the MCCO, MCCS and Supervisor 


Transmission and Generation.  


• Schedules all training and testing for operator in-training, Certified Operators, 


certification, re-certification and continuing training.  
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2.3.6 Senior Shift Engineer (SSE) 


• Responsible for the oversight of Transmission System Operators during their initial 


training and the assignment of a Certified Operator to be a trainer for new operators. 


Operators will be always accompanied by their trainer in the control room until they 


are fully certified.  


• Responsible for the oversight of Shift Engineers (SE) during their initial training and 


the assignment of a Certified SE to be a trainer for new SE. SEs will be accompanied 


by their trainer at all times in the control room until they are fully certified. 


• Responsible for sign-off of on-the-job training in the control room delivered by the 


assigned trainer.  


• If requested provides input to candidate selection of operators. 


  







  


SYSTEM OPERATOR TRAINING 
 


7 


2.3.7 Shift Engineer (SE) 


• If requested provide input to candidate selection of operators. 


• Responsible for the oversight of Operators-in-training and the assignment of a 


certified operator to always be with an operator in training in the control room. 


• Responsible for the oversight of SEs-in-training that are assigned to them by the SSE 


to always be within the control room. 


• Responsible for on-the-job training of SE in training provided by the SSE or STG. 


2.3.8 Senior Transmission Operator (STO)  


• Shall coordinate with the Training Coordinator to ensure all training requirements are 


up to date and maintain certification as an Independent System Operator. 


• Responsible for on-the-job training of new Operators. 


• Responsible for sign-off of on-the-job training in the control room delivered by the 


assigned trainer. 
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2.3.9 Transmission Operator (TO)  


• Shall Coordinate with the Training Coordinator to ensure all training requirements are 


up to date and certifications are maintained. 


• Responsible for the oversight of Operators-in-training within the control room that are 


assigned to them by the STO  


• Responsible for on-the-job training of the OIT provided by the STO. 


2.3.10 Senior Distribution Operator (SDO) 
• Shall Coordinate with the Training Coordinator to ensure all training requirements are 


up to date and Certifications are maintained.  


• Responsible for the oversight of the OIT that are assigned to them by the SD to 


always be within the control room  


• Responsible for on-the-job training of new DO’s  
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3.0 Procedure  


3.1 Selection of Candidates 


• MCCO, MCCS, STG, SDO and others as appropriate shall select Candidates who 


will be chosen based on core competencies related to knowledge of the BPS and 


previous work experience  


• Candidates who meet defined prerequisites will be reviewed by an interview team 


comprised of managers involved in the selection and will be approved based on the 


stated requirements of this procedure.   


3.2 Requirements to be an Operator In Training (OIT) 


• There are no prerequisites other than what has been established by Human 


Resources for applying to becoming a system OIT; however prior BPS experience in 


the industry is highly recommended. 


• Once a candidate is selected as an OIT they will be required to take initial OIT 


courses in basic BPS operations determined by the Training Coordinator with input 


from the MCCO, STG, SDO before participating in real-time operations in the 


Transmission Operations Center (TOC) or the Distribution Operations Center (DOC).  


• OIT will only participate in real-time operation under a LUMA Certified System 


Operator’s direction and supervision.  


3.3 Certified LUMA System Operator Requirements 


• The certification program applies to system operators, engineers or other individuals 


who operate the LUMA BPS. 
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• Requirements are based on the daily operations-related knowledge and skills needed 


to implement procedures for normal, emergency and restoration conditions. All 


system operators must be able to implement these procedures as written to ensure 


the safe and reliable operation of the BPS.  


• System operators also must understand and prove the proficiency of basic operating 


concepts to perform their daily tasks. Part of the Certification will include a sign-off 


sheet by a LUMA Certified System Operator stating that the candidate has completed 


operational tasks (see Appendix D). 


3.4 Certification Term for System Operators 


• Terms for Certified System Operators are 3 years or when there is a significant 


system change that warrants re-certification. 


• Before the term expires the Certified System Operator shall complete re-certification 


requirements.  


• Waivers will be considered on a case-by-case basis for illness or other approved 


absences and per section 3.6.   


3.5 Re-certification Requirements for System Operators 


• To be re-certified as a LUMA System Operator, before the Certificate expiration the 


Certified System Operator needs to apply, and pass an exam for the same 


certification. 


3.6 Ensuring Proficiency Following an Extended Absence 


The following steps are for LUMA Certified System Operators who have not worked shift duties as 


an Independent System Operator due to illness, military service, project assignment or other 


extended leave situations. This process will apply to all LUMA Certified System Operators who 
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have not worked their shift position for a consecutive period of three months (90) days or more 


due to an extended leave situation.  


3.6.1 Leave Period of 3-6 Months 


Certified LUMA System Operators who have not worked shift for a consecutive period of 3-6 


months and upon clearance to return to work, must: 


• Successfully complete all required training assigned to them from the MCCO.  


• Read and acknowledge understanding of all new or revised Operating Memos or 


changes since their absence.  


• Complete 2 days of On-The-Job-Training for each month of absence with a qualified 


OIT Trainer and their Shift Supervisor to determine their readiness to resume shift 


duties as an independent LUMA Certified System Operator. 
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3.6.2 Leave Period Over 6 Months 


If a System Operators has not worked for a period of 6 months or longer, there are additional 


training requirements that shall be met prior to independently performing the job. Upon clearance 


to return to work, these operators must:  


• Successfully complete all required training assigned to them from the MCCO.  


• Read and acknowledge understanding of all new or revised operating procedures, 


memos or changes since their absence.  


• Complete a minimum of 2 days of on-the-job training with a qualified OIT Trainer. 


• Complete all training requirements of a new candidate including:    


o Completion of all OIT signoffs  


o Completion of all applicable training modules as directed by the MCCO. 


o Be interviewed and evaluated by their OIT Trainer and Senior Shift Engineer to 


determine their readiness to resume shift duties as an independent LUMA 


Certified System Operator. 
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3.7 Documentation and Control of Training Material 


The Training Coordinator shall be responsible to control and maintain all training documents 


including the following: 


• Operator-in-training.  


• LUMA certification records for each System Operator. 


• Re-Certification for each operator.  


• All Training documents and dates for completion of certification and all associated 


documents.  


• Revision and control of all training documents. 
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Appendix A: Glossary 
Term Definition 


Independent System 
Operator  


An operator who has been trained and is certified to independently operate 


the BPS and is able to perform all job functions without direct supervision  


Bulk Power System  The transmission and distribution system and related facilities, equipment 


and other assets related to the transmission and distribution system in which 


Gridco has an ownership or leasehold interest. 


Operator In-Training 
(OIT) 


An operator in-training is an operator who has successfully passed the initial 


OIT training and can operate on the BPS system only under a LUMA 


Certified System Operator. OIT include SE’s, TO’s and DO’s  


Trainer Certified independent system operator designated to oversee and train other 


Operators in a classroom or as the Certified Independent System Operator 


that oversees an OIT in the control room 


Transmission 
Operations Center 
(TOC) 


The main control room for the LUMA transmission system and interconnected 


facilities. The TOC has certified Independent System Operators who are 


responsible for operation and communication with all Interconnected 


Facilities and the operation of 230 KV, 115 KV and 38 KV. systems 


Distribution 
Operations Center 
(DOC) 


Distribution control rooms in various locations throughout the island that has 


certified independent system operators who are responsible for the operation 


of the distribution system under 13.2 kV  
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Short Term Load Forecasting               
New Facility Interconnection               
Resource Adequacy Planning               
Interconnected Facility Retirements               
Legacy T&G Demarcation               
Interconnected Facilities Capabilities               
Black Start               
Telemetry               
Cybersecurity               
Root Cause Analysis and Corrective Actions               
Public Reporting               
Performance Reporting               
Stakeholder Management               
Policy On Reserves               
Reducing Risk Exposure to Contingencies               
Critical Loads               
Load Shedding               
Contingency and System Operating Limits Response               
Energy Dispatch, Scheduling and Merit Order               
Transmission Operations               
Plant Level Communications               
Balancing Frequency and Voltage               
Demand-Side Resources (Non-Wire Alternatives)               
System Operator Training               
Scheduling Planned T&G Outages               
Forced Outage               
Outage Execution and Closeout               
Emergency Response Execution               
Emergency Response Drills               
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Short Term Load Forecasting                
New Facility Interconnection                
Resource Adequacy Planning                
Interconnected Facility Retirements                
Legacy T&G Demarcation                
Interconnected Facilities Capabilities                
Black Start                
Telemetry                
Cybersecurity                
Root Cause Analysis and Corrective Actions                
Public Reporting                
Performance Reporting                
Stakeholder Management                
Policy On Reserves                
Reducing Risk Exposure to Contingencies                
Critical Loads                
Load Shedding                
Contingency and System Operating Limits Response                
Energy Dispatch, Scheduling and Merit Order                
Transmission Operations                
Plant Level Communications                
Balancing Frequency and Voltage                
Demand-Side Resources (Non-Wire Alternatives)                
System Operator Training                


Scheduling Planned T&G Outages                
Forced Outage                
Outage Execution and Closeout                
Emergency Response Execution                
Emergency Response Drills                
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Appendix C: System Operator Training 
Matrix 


 


  


Procedure
Senior Shifit 


Engineer (SSE) 
Shift Engineer 


(SE)
Shift Engineer in 


Training
Senior Trans 


Operator (STO)
Trans Operator 


(TO) 
Trans Operator 


in Training 


Senior 
Distribution 


Operator 


Distribution 
Operator in 


Training 


Lead Engineer 
Energy Planning


Engineer Energy 
Planning


Lead Engineer 
Energy Balancing 


Engineer Energy 
Balancing


Lead Distribution 
Outage 


scheduler


Lead Trans 
Outage 


Scheduler


Engineer 
Performance


Operation 
Preparedness


1 Load Forecasting x x   x x x x x


2 New Generation 
Interconnections x x x x x x x x x


3 Resource Adequacy 
Assessments x x x x x x x x


4 Retirements x x   x x x x x x


5 G&T Demarcation & 
Metering x x x x x x x x x x  x x x


6 Generator Capability x x x x x x x x


7 Black Start x x x x


8 Telemetry x x x x x x x x x x x x x x


9 Cybersecurity x x x x x x x x x x x x x x


10 Root Cause & Lessons 
Learned x x x x x x x x


11 Public Reporting 


12 Performance Reporting 


13 Stakeholder 
Management 


14 Policy on Reserves x x  x x   x x x x x x
15 Reducing Risk 
Exposure to 
Contingencies 


x x x x x x


16 Critical Loads x x x x x x x x x x x


17 Loads Shedding x x x x x x x x x


18 Contingency & System 
Operating Limits x x x x x x x x x


19 Energy Dispatch, 
Scheduling & Merit Order x x x x x x x x x x


20 Transmission Operations x x x x  x


21 Plant Level Agreement x x x x x    


22 Balancing Frequency & 
Voltage x x x x x x x x x x    


23 Demand-Side Resources x x x x x x x x x


24 System Operations 
Training Requirements x x x x x x x x


25 Scheduling Planned T&G 
Outages x x x x x x x


26 Forced Outage Response x x x x x      


27 Outage Execution & 
Closeout x x x x x x x x x x


28 Emergency Response 
Execution x x x x x x x x x x x x x x x x


29 Emergency Drills x x x x x x x x x x x x x x x x


SUPERVISORS & MANAGERS


SUPERVISORS & MANAGERS


SUPERVISORS & MANAGERS


SUPERVISORS & MANAGERS
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Appendix D: Training Record Form  


Senior Transmission 
Operator Qualification  


Link 
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1.0 Executive Summary  
This procedure provides direction to Interconnected Facilities and System Operations for 


requesting outages of Interconnected Facilities and Transmission Elements. This procedure 


provides detailed steps for analyzing, approval, scheduling, documenting and communications 


prior to the outage execution.  


2.0 Objective/Scope/Roles 


2.1 Objective 


This procedure provides direction regarding the required steps for requests of outages, length of 


outages and return to service. The procedure also addresses the safe, timely and efficient 


analysis, approval, scheduling, documenting and communications of bulk power system planned 


outages prior to the actual execution of the outage on the Bulk Power System.  


2.2 Scope 
This procedure provides direction to All Interconnected Facilities and Transmission Operations 


and requires that all requests for a major generation or transmission outage Shall be submitted 


through System Operations 2 years prior to the requested date. System Operations Shall review, 


and either approve or deny the request within 60 days.All Interconnected Facilities and 


Transmission Operations personnel Shall request a minor generation or minor transmission 


outage on an as needed basis.  


2.3 Roles and Responsibilities 
2.3.1 Shift Engineer (SE) 


The SE has direct responsibility for the operation and integration of the generation connected to 


the overall electrical system. The SE oversees load dispatching of the generation as well as 
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managing scheduled outages to Interconnected Facilities. Also responsible for the generation 


responses to emergencies or other system anomalies that may occur. 


2.3.2 Senior Shift Engineer (SSE) 


The SSE has direct responsibility for the overall operation of the Transmission Operations Center 


(TOC). The SSE oversees and ensures that all activities within the TOC are properly controlled 


and coordinated including the functions of the 38 kV Transmission Operator (TO), the 115 and 


230 kV Senior Transmission Operator (STO) and the SE consults on all planned outages to 


Interconnected Facilities. 


2.3.3 Transmission Operator 38 kV (TO) 


The TO has direct responsibility for the operation of the 38 kV portion of the electrical system. 


Oversees the loading and switching operations on the 38 kV system and the response to 


emergencies or other system anomalies that may occur and affect the safe and stable operation 


of the 38 kV system. The TO interfaces with the SOP, LTOS, TOS, SSE and STG on the outage 


planning, review, approval and scheduling process. The TO reviews and approves all 38kV 


planned outages.   


2.3.4 Senior Transmission Operator: 115 kV & 230 kV (STO) 


The STO has direct responsibility for the operation of the 115 kV and 230 kV portions of the 


electrical system. Oversees the loading and switching operations on the 115 kV and 230 kV 


system and responds to emergencies or other system anomalies that may occur and affect the 


safe and stable operation of the 115 kV and/or the 230 kV system. Consults on, and reviews and 


approves all Transmission and Interconnected Facility planned outages.  
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2.3.5 Generator Facility Operator (GFO) 


The GFO, asset manager, or equivalent will communicate following the Plant-Level 


Communications procedure to allow personnel to implement this procedure. The GFO, asset 


manager, or equivalent is the Responsible Requestor for all Generation Maintenance planned 


outages. 


2.3.6 Manager Control Center Operations (MCCO) 


The MCCO oversees all Transmission and Interconnected Facility operations. The MCCO has 


final review and final approval of all Transmission and Interconnected Facility planned outages 


except 38kV. 


2.3.7 Supervisor Transmission and Generation (STG) 


The STG supervises all Transmission and Interconnected Facility operations. The STG reviews 


and approves all Transmission and Interconnected Facility outages. The STG has final review 


and final approval of all 38kv planned outages. 


2.3.8 Manager Control Center Support (MCCS) 


The MCCS oversees all Transmission and Interconnected Facility outage planning. Reviews and 


approves all Transmission and Interconnected Facility planned outages including 38kV.  


2.3.9 Supervisor Outage Planning (SOP) 


The SOP is directly responsible for all Transmission and Interconnected Facility outage planning 


by supervising the Lead Transmission Outage Scheduler and Transmission Outage Scheduler. 


The SOP consults with Senior Shift Engineer and Senior Transmission Operator on all planned 


outage requests and reviews and approves all Transmission and Interconnected Facility planned 


outages including 38kV. 
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2.3.10 Lead Transmission Outage Scheduler (LTOS) 


The LTOS performs Transmission and Interconnected Facility Outage planning, studies, analysis 


and the step-by-step outage process. 


2.3.11 Transmission Outage Scheduler (TOS) 


The TOS assists the LTOS in all outage planning, studies, analysis and the step-by-step outage 


process. 


3.0 Procedure  
3.1 Create and Maintain T&G Scheduling System 


3.1.1 MCCS Shall create and maintain the following for biannual and multi-


year Planned Major Transmission and Generation Planned Outage 


Requests and Scheduled Major Transmission and Generation 


Maintenance Planned Outages: 


• Planned Outage Request form including list of required information, confirmation 


of ordering of long lead time equipment, parts and tools, identification of any 


specialized training and a Responsible Requestor 


• Numbering and Scheduling system for Planned Outage Requests for 230 kV, 115 


kV, 38 kV and interconnected facilities   


• Follow up system to confirm that all long-lead-time equipment, parts and tools are 


on-site and that specialized training and safety training are complete 45 days prior 


to outage commencement 


• Notification system to each Responsible Requestor on any update or change to 


the Planned Outage Request and Scheduled Planned Outage up to Approval. 
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3.1.2 MCCS Shall create and maintain the following for Minor 


Transmission and Generation Maintenance Planned Outage Requests and 


Scheduled Minor Transmission and Generation Maintenance Planned Outages: 


• Minor Maintenance Outage Request form including a list of required information, 


confirmation of ordering all equipment, parts and tools, identification of any 


specialized training, safety training, and a Responsible Requestor 


• Numbering system for Minor Maintenance Outage Requests 


• Numbering system for one-weekend and two-weekend Minor Generation 


Maintenance Outages 


• Numbering system for Minor Transmission Maintenance Outages  


• Scheduling System to plan and track all Minor Maintenance Outage Requests and 


Scheduled Minor Maintenance Outages 


• Notification System to each Responsible Requestor on any update or change to 


the Minor Maintenance Outage Request and Scheduled Minor Maintenance 


Outage prior to outage commencement 
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3.2 Create Major Transmission Maintenance Planned Outage 


Schedule 


3.2.1 Responsible Requestor submits a Major Transmission Maintenance 


Planned Outage Request to the SOP. The lead time for the request Shall 


be 2 years in advance. Information required Shall include:  


• Date 


• Correct name designation of the line or equipment desired using System 


Operations numbers and designations 


• Name, email and phone number of the Responsible Requestor 


• Anticipated Outage Duration in Days 


• Description of maintenance work to be performed 


• Does this outage request replace or modify an existing Planned Scheduled 


outage? 


• Emergency Recall Time 


• Local Generation Impact 


• Type of Line clearance/outage desired 
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3.2.2 All Major Maintenance Planned Outage Requests Shall be submitted 


to the SOP prior to June 30 in the current year for outages 2 years in 


advance. 


3.2.3 From the date of the submission of a Major Transmission 


Maintenance Planned Outage Request, the SOP has a maximum of 60 


days to review, request more information, or secure final approval for the 


Outage Request. 


3.2.4 SOP Shall Assign a Major Transmission Maintenance Planned 


Outage Request Number and Shall notify Responsible Requestor of the 


Number. 


3.2.5 SOP Shall adhere to the following Rules when reviewing Major 


Transmission Maintenance Planned Outage Requests:  


• Two 230 kV Transmission Lines cannot have outages at the same time. 


• When scheduling High Impact Transmission Lines (59000, 51000, 52000, 


51200 and 51100), they should not be scheduled during peak season (August 


& September). 


• As may be required due to system stability, Non-Continuous Transmission 


Line Outages may be used. Typical scheduled start is at 7:00 am and return 


to service by 3:00 pm the same day in order for the Transmission Line to be in 


service for the evening peak and repeat this timing on subsequent days until 


the Maintenance work is completed. 
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• On outages with duration longer than 30 days, the previous year’s peak day 


should be used in all stability, congestion and flow studies including 


Generation profiles. 


3.2.6 SOP Shall consult with SSE and STO or TO on each Transmission 


outage request. 


3.2.7 Once SOP has received feedback from SSE, STO or TO and there are 


no objections to proceed, SOP Shall forward Planned Outage Request to 


LTOS and TOS for appropriate studies, load flows and analysis. 


3.2.8 When all appropriate studies are complete and deemed not to impact 


system stability, not to impact system reserves, and not to impact 


availability for peak usage, the Request is given a tentative time slot and 


ready for review and approval. The LTOS Shall forward this Request to 


SOP for review and approval. 


3.2.9 When SOP completes review and approval, SOP Shall forward this 


Request to MCCS for review and approval. 


3.2.10 When MCCS completes review and approval, MCCS Shall forward 


this Request to STG for review and approval.  
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3.2.11 When STG completes review and approval, STG Shall forward this 


Request to MCCO for a final review and final approval. Upon final 


approval the Outage Request MCCO Shall return this approved Request 


to the LTOS.   


3.2.12 The LTOS Shall assign the approved Outage Request a Scheduled 


Outage Number, and LTOS place the outage into what was the tentative 


scheduled time slot in the scheduling system. 


3.2.13 SOP Shall notify the Responsible Requestor of the approved change 


to Scheduled status. At this point, the Responsible Requestor Shall 


become the Responsible Entity who is responsible for the work to be 


performed during the outage or who will assign or designate a new 


Responsible Entity who will take over the responsibility for the work to be 


performed during the outage. 


3.2.14 Once Responsible Entity is notified of approval change to Schedule 


status, the outage process Shall proceed per the Outage Execution and 


Closeout Procedure. 


3.2.15 All Unplanned and Forced outages are per Procedure #26 Forced 


Outage.  
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3.2.16 Additional Scheduled Planned Outage Procedural Events: 


• Scheduled Planned Outage Cancellation Request: Responsible Entity provides a 


reason for cancellation request to MCCO such as Forced Outage or long lead 


time equipment is substantially delayed. SOP to notify Responsible Entity of 


cancellation and LTOS to remove outage from schedule 


• Scheduled Planned Outage Date Reschedule or Cancellation: Outage date can 


be moved or cancelled in the Schedule by the LTOS based on Bulk Power 


System conditions. SOP to notify Responsible Entity of the new scheduled 


execution date or cancellation. 


• Scheduled Planned Outage Extension Request: Responsible Entity provides 


reason for extension. SOP to work SSE to see if request can be approved. SOP 


to notify Responsible Entity of denial or approval. LTOS to make change to 


schedule if required.  
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3.3 Create Major Generation Maintenance Planned Outage 


Schedule  


3.3.1 GFO or other responsible requestor, submits a Major Generation 


Maintenance Planned Outage Request to the SOP. The lead time for the 


request Shall be 2 years in advance. Information required Shall include: 


• Date 


• Correct name designation of the line or equipment desired using System 


Operations numbers and designations 


• Name, email and phone number of the Responsible Requestor 


• Name of Facility Owner 


• Anticipated Outage Duration in Days 


• Description of maintenance work to be performed 


• Does this outage request replace or modify an existing Planned Scheduled 


outage? 


• Emergency Recall Time 


• Type of Line clearance/outage desired 


• Will this maintenance increase, decrease or have no change to Generator 


Capacity? 
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3.3.2 All Major Maintenance Planned Outage Requests Shall be submitted 


to the SOP prior to June 30 in the current year for outages 2 years in 


advance. 


3.3.3 From the date of the submission of a Major Generation Maintenance 


Planned Outage Request, the SOP has a maximum of 60 days to review 


and secure final approval for the Outage Request. 


3.3.4 SOP Shall Assigns a Major Generation Maintenance Planned Outage 


Request Number and notifies Responsible Requestor of the Number. 


3.3.5 SOP Shall adhere to the following Rules when reviewing Major 


Generation Maintenance Planned Outage Requests: 


• When scheduling High Impact Interconnected Facilities (Costa Sur Units 5 & 


6, Aguirre Units I & 2, San Juan Units 5 & 6, Ecoelectrica and AES), they 


should not be scheduled during peak season (August & September). 


• 18-month Consent decree for Environmental maintenance compliance for 6 


Heavy Oil Interconnected Generation Facilities Shall be incorporated into the 


Major Generation Maintenance Planned Outages for this Class of Plants 


• When performing load flows, studies and analysis on outages with duration 


longer than 30 days, the previous year’s peak day should be used in all 


studies including Generation profiles. 


• On outages with duration longer than 30 days, the previous year’s peak day 


should be used in all stability, congestion and flow studies including 


Generation profiles. 
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3.3.6 Major Maintenance Shall be scheduled as needed per manufacturer’s 


maintenance recommendations of equipment or other factors.  


3.3.7 SOP Shall consult with SSE and STO on each Major Generation 


Maintenance Planned Outage Request. 


3.3.8 SSE Shall review each Major Generation Maintenance Planned 


Outage Request with SE. 


3.3.9 Once SOP has received feedback from SSE, STO or TO and SE and 


there are no objections to proceed, SOP Shall forward Planned Outage 


Request to LTOS and TOS for appropriate studies, load flows and 


analysis. 


3.3.10 When all appropriate studies are complete and deemed not to impact 


system stability, not to impact system reserves, and not to impact 


availability for peak usage, the Request is given a tentative time slot and 
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ready for review and approval. The LTOS Shall forward this Request to 


SOP for review and approval. 


3.3.11 When SOP completes review and approval, SOP Shall forward this 


Request to MCCS for review and approval. 


3.3.12 When MCCS completes review and approval, MCCS Shall forward 


this Request to STG for review and approval.  


3.3.13 When STG completes review and approval, STG Shall forward to 


MCCO for a final review and final approval. Upon final approval, the 


Outage Request Shall be returned to the LTOS. 


3.3.14 The LTOS Shall assign the approved Outage Request a Scheduled 


Outage Number, and TOS Shall place the outage into scheduled time slot 


in the scheduling system. 


3.3.15 SOP Shall notify the Responsible Requestor of the approved change 


to Scheduled status. At this point, the Responsible Requestor, GFO, Shall 
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become the Responsible Entity who is responsible for the work to be 


performed during the outage.  


3.3.16 Once Responsible Entity is notified of approval change to Schedule 


status, the outage process Shall proceed per the Outage Execution and 


Closeout Procedure. 


3.3.17 Unplanned and Forced outages are per Procedure #26 Forced 


Outage. 


3.3.18 Additional Scheduled Planned Outage Procedural Events: 


• Scheduled Planned Outage Cancellation Request: Responsible Entity provides a 


reason for cancellation request to MCCO such as Forced Outage or long lead 


time equipment is substantially delayed. SOP to notify Responsible Entity of 


cancellation and LTOS to remove outage from schedule.  


• Scheduled Planned Outage Date Reschedule or Cancellation: Outage date can 


be moved or cancelled in the Schedule by the LTOS based on Bulk Power 


System conditions. SOP to notify Responsible Entity of the new scheduled 


execution date or cancellation. 


• Scheduled Planned Outage Extension Request: Responsible Entity provides 


reason for extension. SOP to work with SSE to see if request can be approved. 


SOP to notify Responsible Entity of denial or approval. LTOS to make change to 


schedule if required.  
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3.4 Minor Maintenance Transmission System Outages  


3.4.1 Responsible Requestor submits a Minor Transmission Maintenance 


Outage Request to the SOP. Information required Shall include:  


• Date 


• Correct name designation of the line or equipment desired using System 


Operations numbers and designations 


• Name, email and phone number of the Responsible Requestor 


• Anticipated Outage Duration in Days 


• Anticipated time required from request date: >30 days 


• Description of maintenance work to be performed 


• Does this outage request replace or modify an existing Planned 


Scheduled outage? 


• Emergency Recall Time 


• Local Generation Impact 


• Type of Line clearance/outage desired 
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3.4.2 SOP Shall Assign a Minor Transmission Maintenance Outage Request 


Number and Shall notify Responsible Requestor of the Number. 


3.4.3 SOP Shall adhere to the following Rules when reviewing Minor 


Transmission Maintenance Planned Outage Requests:  


• Two 230kV Transmission Lines cannot have outages at the same time. 


• When scheduling High Impact Transmission Lines (59000, 51000, 


52000, 51200 and 51100), they should not be scheduled during peak 


season (August & September). 


• As may be required due to system stability, Non-continuous 


Transmission Line Outages may be used. Typical scheduled start is at 


7:00am and return to service by 3:00pm the same day in order for the 


Transmission Line to be in service for the evening peak and repeat this 


timing on subsequent days until the Maintenance work is completed. 


3.4.4 SOP Shall consult with SSE and STO or TO on each Transmission outage 


request. 


3.4.5 Once SOP has received feedback from SSE, STO or TO and there are no 


objections to proceed, SOP Shall forward Planned Outage Request to 


LTOS and TOS for appropriate studies, load flows and analysis. 


3.4.6 When all appropriate studies are complete and deemed not to impact 


system stability, not to impact system reserves, and not to impact 


availability for peak usage, the Request is Shall be given a tentative time 
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slot and is ready for review and approval. The LTOS Shall forward this 


Request to SOP for review and approval. 


3.4.7 When SOP completes review and approval, SOP Shall forward this 


Request to MCCS for review and approval.  


3.4.8 When MCCS completes review and approval, MCCS Shall forward this 


Request to STG for review and approval.  


3.4.9 When STG completes review and approval, STG Shall forward to MCCO 


for a final review and final approval. Upon final approval the Outage 


Request Shall be returned to the LTOS. 


3.4.10 The LTOS Shall assign the approved Outage Request a Scheduled Minor 


Maintenance Outage Number, and TOS Shall place the outage into what 


was the tentative scheduled time slot in the scheduling system.  


3.4.11 SOP Shall notify the Responsible Requestor of the approved change to 


Scheduled status. At this point, the Responsible Requestor Shall become 


the Responsible Entity who is responsible for the work to be performed 


during the outage or who will assign or designate a new Responsible 
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Entity who will take over the responsibility for the work to be performed 


during the outage.  


3.4.12 Once Responsible Entity is notified of approval change to Schedule 


status, the outage process Shall proceed per the Outage Execution and 


Closeout Procedure. 


3.4.13 Unplanned and Forced outages are per Procedure #26 Forced 


Outage. 


3.5 Minor Maintenance Interconnected Facilities Outages 


3.5.1 GFO or Responsible Requestor submits a Minor Generation Maintenance 


Planned Outage Request to the SOP. The non-peak season Request lead 


time Shall be at the earliest, the next 2 to 3 weekends. Information 


required on the Request Shall include: 


• Date 


• Correct name designation of the line or equipment desired using System 


Operations numbers and designations 


• Name, email and phone number of the Responsible Requestor 


• Name of Facility Owner 


• Anticipated Outage Duration in Days 


• Description of maintenance work to be performed 
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• Does this outage request replace or modify an existing Planned Scheduled 


outage? 


• Emergency Recall Time 


• Type of Line clearance/outage desired 


• Will this maintenance increase, decrease or have no change to Generator 


Capacity? 


3.5.2 SOP Assigns a Minor Generation Maintenance Planned Outage Request Number 


and Shall notify Responsible Requestor of the Number. 


3.5.3 SOP should adhere to the following Rules when reviewing Minor Generation 


Maintenance Planned Outage Requests: 


• When scheduling High Impact Interconnected Facilities (Costa Sur Units 5 & 


6, Aguirre Units 1 & 2, San Juan Units 5 & 6, Ecoelectrica and AES), they 


Shall not be scheduled during peak season (August & September). 
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3.5.4 SOP Shall consult with SSE and STO on each Minor Generation Maintenance 


Planned Outage Request. 


3.5.5 SSE Shall review each Minor Generation Maintenance Planned Outage 


Request with SE. 


3.5.6 Once SOP has received feedback from SSE, STO, TO and SE and there 


are no objections to proceed, SOP Shall forward Planned Outage Request 


to LTOS and TOS for appropriate studies, load flows and analysis. 


3.5.7 When all appropriate studies are complete and deemed not to impact 


system stability, not to impact system reserves, and not to impact 


availability for peak usage, the Request Shall be given a tentative time slot 
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and ready for review and approval. The LTOS Shall forwards this Request 


to SOP for review and approval. 


3.5.8 When SOP completes review and approval, SOP Shall forward this 


request to MCCS for review and approval. 


3.5.9 When MCCS completes review and approval, MCCS Shall forward this 


request to STG for review and approval.  


3.5.10 When STG completes review and approval, STG Shall forward this 


request to MCCO for a final review and final approval. Upon final approval 


the Outage Request Shall be returned to the LTOS.   


3.5.11 The LTOS Shall assign the approved Outage Request a Scheduled Minor 


Maintenance Outage Number, and TOS Shall place the outage into what 


was the tentative scheduled time slot in the scheduling system. 


3.5.12 SOP Shall notify the Responsible Requestor of the approved change to 


Scheduled status. At this point, the Responsible Requestor, GFO, Shall 
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become the Responsible Entity who is responsible for the work to be 


performed during the outage.  


3.5.13 Once Responsible Entity, GFO, is notified of approval change to Schedule 


status, the outage process Shall proceed per the Outage Execution and 


Closeout Procedure. 


3.5.14 Unplanned and Forced outages are per Procedure #26 Forced Outage. 


3.6 38 kV Major and Minor Maintenance Planned Outages 


3.6.1 Responsible Requestor submits a Major or Minor Transmission 


Maintenance Outage Request to the SOP. Information required Shall 


include:  


• Date 


• Correct name designation of the line or equipment desired using System 


Operations numbers and designations 


• Name, email and phone number of the Responsible Requestor 


• Anticipated Outage Duration in Days 


• Anticipated time required from request date: >30 days but less than 90 


days for a Minor Outage and > 90 days for a Major outage 


• Description of maintenance work to be performed 
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• Does this outage request replace or modify an existing Planned 


Scheduled outage? 


• Emergency Recall Time 


• Local Generation Impact 


• Type of Line clearance/outage desired 


3.6.2 SOP Shall Assign a Major or Minor Transmission Maintenance Outage 


Request Number and Shall notify Responsible Requestor of the Number. 


3.6.3 SOP Shall consult with TO on each 38kV Transmission outage request. 


3.6.4 Once SOP has received feedback from TO and there are no objections to 


proceed, SOP Shall forward Planned Outage Request to LTOS and TOS 


for appropriate studies, load flows and analysis. 


3.6.5 When all appropriate studies are complete and deemed not to impact 


system stability, not to impact system reserves, and not to impact 


availability for peak usage, the Request Shall be given a tentative time slot 
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and Shall be ready for review and approval. The LTOS Shall forward this 


Request to SOP for review and approval. 


3.6.6 When SOP completes review and approval, MCCS Shall forward this 


Request to MCCS for review and approval.  


3.6.7 When MCCS completes review and approval, MCCS Shall forward this 


Request to TO for review and approval.  


3.6.8 When TO completes review and approval, TO Shall forward this Request 


to SSE for review and approval.  


3.6.9 When SSE completes review and approval, SSE Shall forward to STG for 


a final review and final approval. Upon final approval the STG Shall return 


the approved Outage Request to the LTOS. 


3.6.10 The LTOS Shall assign the approved Outage Request a Scheduled Major 


or Minor Maintenance Outage Number, and TOS Shall place the outage 


into what was the tentative scheduled time slot in the scheduling system.  


3.6.11 SOP Shall notify the Responsible Requestor of the approved change to 


Scheduled status. At this point, the Responsible Requestor becomes the 
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Responsible Entity who is responsible for the work to be performed during 


the outage.  


3.6.12 Once Responsible Entity is notified of approval change to Schedule status, 


the outage process Shall proceed per the Outage Execution and Closeout 


Procedure. 


3.6.13 Unplanned and Forced outages are per Procedure #26 Forced Outage. 


3.7 Posting of Annual Planned Outage Schedules 


3.7.1 The MCCS Shall request an email distribution list from the Director 


System Operations (DSO) for the Annual Major Generation Maintenance 


Planned Outage Schedule and the Annual Major Transmission 


Maintenance Planned Outage Schedule. The MCCS or designee Shall 


distribute the Schedules 60 days past the June 30 deadline for Major 


Maintenance Planned Outage Request Submission on September 1st. 


3.7.2 After October 1, the Annual Major Generation Maintenance Planned 


Outage Schedule and the Annual Major Transmission Maintenance 


Planned Outage Schedule are locked down. Between September 1 and 
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September 30, minor schedule changes may be made by the SOP, LTOS 


and TOS. 


3.7.3 The Schedules Shall be distributed via the email distribution list monthly 


thereafter with notes documenting scheduling changes from the prior 


month. 


3.7.4 The MCCS Shall request a Scheduling System real time viewing access 


list from the Director System Operations (DSO) for the Annual Major 


Generation Maintenance Planned Outage Schedule and the Annual Major 


Transmission Maintenance Planned Outage Schedule. 


3.7.5 The MCCS Shall request a Scheduling System real time viewing and 


editing access list from the Director System Operations (DSO) for the 


Annual Major Generation Maintenance Planned Outage Schedule and the 


Annual Major Transmission Maintenance Planned Outage Schedule. 
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Appendix A: Glossary 
Term Definition 


Planned Outage 
Request 


The formal request including all required information to System Operations to 


take a transmission or generating asset out of service to perform 


maintenance tasks. 


Scheduled Planned 
Outage 


A planned outage request that has been approved and has a scheduled 


outage with time and duration. 


Major Maintenance 
Generation Outage 


An outage on an Interconnected Facility that encompasses manufacturer 


cyclic maintenance recommendations typically on a periodic maintenance 


cycle of 1 to 3 years. 


Major Transmission 
Outage 


An outage of a 115 or 230 kV transmission line or transmission related asset 


typically on a periodic maintenance cycle of 1 to 2 years. 


Responsible 
Requestor 


The party that has submitted the planned outage request. 


 


Responsible Entity The party that is responsible for the scheduled planned outage maintenance 


work. 


Minor Transmission 
Maintenance Outage 


The outage has an anticipated time required from request date: >30 days. 


High Impact 
Transmission Outage 


An outage on a Transmission line or related assets that are extremely 


important to the system stability. 


High Impact 
Generation Outage 


An outage on an Interconnected Facility that is vital to system stability, and or 


system reserves. 


Minor Generation 
Maintenance Outage 


An outage of relatively minor scope that is requested one to two weeks 


ahead of time and will typically be scheduled on a weekend. 


Major or Minor 38 kV 
Transmission 
Maintenance Outage 


The outage has an anticipated time required from request date: >30 days but 


less than 90 days for a Minor Outage, and > 90 days for a Major Outage. 
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Appendix B: Procedure Cross-Reference  
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Load Forecasting                


New Facility Interconnections                


Resource Adequacy Planning               
Retirements               


G&T Demarcation & Metering               


Interconnected Facilities Capabilities               


Black Start               


Telemetry                


Data/Cybersecurity                


Root Cause & Lessons Learned                


Public Reporting                


Performance Reporting                


Stakeholder Management                


Policy on Reserves               


Reducing Risk Exposure to Contingencies                


Critical Loads               
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Contingency & System Operating Limits               


Energy Dispatch, Scheduling & Merit Order               


Transmission Operations                


Plant Level Agreement                


Balancing Frequency & Voltage                


Demand-Side Resources               


Shift System Operator Training Requirements               


Scheduling Planned T&G Outages                


Forced Outage Response               


Outage Execution & Closeout                


Emergency Response Execution                


Emergency Drills               
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Procedure Reference Matrix, Part 2 of 2 R
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Transmission Operations                


Plant Level Agreement                


Balancing Frequency & Voltage                


Demand Side Resources                


Shift System Operator Training Requirements                


Scheduling Planned T&G Outages                


Forced Outage Response               


Outage Execution & Closeout                


Emergency Response Execution                
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		Procedure Development History:

		1.0 Executive Summary

		2.0 Objective/Scope/Roles

		2.1 Objective

		2.2 Scope

		2.3 Roles and Responsibilities

		2.3.1 Shift Engineer (SE)

		2.3.2 Senior Shift Engineer (SSE)

		The SSE has direct responsibility for the overall operation of the Transmission Operations Center (TOC). The SSE oversees and ensures that all activities within the TOC are properly controlled and coordinated including the functions of the 38 kV Trans...

		2.3.3 Transmission Operator 38 kV (TO)

		2.3.4 Senior Transmission Operator: 115 kV & 230 kV (STO)

		2.3.5 Generator Facility Operator (GFO)

		2.3.6 Manager Control Center Operations (MCCO)

		2.3.7 Supervisor Transmission and Generation (STG)

		2.3.8 Manager Control Center Support (MCCS)

		2.3.9 Supervisor Outage Planning (SOP)

		2.3.10 Lead Transmission Outage Scheduler (LTOS)

		2.3.11 Transmission Outage Scheduler (TOS)





		3.0 Procedure

		3.1 Create and Maintain T&G Scheduling System

		3.1.1 MCCS Shall create and maintain the following for biannual and multi-year Planned Major Transmission and Generation Planned Outage Requests and Scheduled Major Transmission and Generation Maintenance Planned Outages:

		 Planned Outage Request form including list of required information, confirmation of ordering of long lead time equipment, parts and tools, identification of any specialized training and a Responsible Requestor

		3.1.2 MCCS Shall create and maintain the following for Minor Transmission and Generation Maintenance Planned Outage Requests and Scheduled Minor Transmission and Generation Maintenance Planned Outages:



		3.2 Create Major Transmission Maintenance Planned Outage Schedule

		3.2.1 Responsible Requestor submits a Major Transmission Maintenance Planned Outage Request to the SOP. The lead time for the request Shall be 2 years in advance. Information required Shall include:

		3.2.2 All Major Maintenance Planned Outage Requests Shall be submitted to the SOP prior to June 30 in the current year for outages 2 years in advance.

		3.2.3 From the date of the submission of a Major Transmission Maintenance Planned Outage Request, the SOP has a maximum of 60 days to review, request more information, or secure final approval for the Outage Request.

		3.2.4 SOP Shall Assign a Major Transmission Maintenance Planned Outage Request Number and Shall notify Responsible Requestor of the Number.

		3.2.5 SOP Shall adhere to the following Rules when reviewing Major Transmission Maintenance Planned Outage Requests:

		3.2.6 SOP Shall consult with SSE and STO or TO on each Transmission outage request.

		3.2.7 Once SOP has received feedback from SSE, STO or TO and there are no objections to proceed, SOP Shall forward Planned Outage Request to LTOS and TOS for appropriate studies, load flows and analysis.

		3.2.8 When all appropriate studies are complete and deemed not to impact system stability, not to impact system reserves, and not to impact availability for peak usage, the Request is given a tentative time slot and ready for review and approval. The ...

		3.2.9 When SOP completes review and approval, SOP Shall forward this Request to MCCS for review and approval.

		3.2.10 When MCCS completes review and approval, MCCS Shall forward this Request to STG for review and approval.

		3.2.11 When STG completes review and approval, STG Shall forward this Request to MCCO for a final review and final approval. Upon final approval the Outage Request MCCO Shall return this approved Request to the LTOS.

		3.2.12 The LTOS Shall assign the approved Outage Request a Scheduled Outage Number, and LTOS place the outage into what was the tentative scheduled time slot in the scheduling system.

		3.2.13 SOP Shall notify the Responsible Requestor of the approved change to Scheduled status. At this point, the Responsible Requestor Shall become the Responsible Entity who is responsible for the work to be performed during the outage or who will as...

		3.2.14 Once Responsible Entity is notified of approval change to Schedule status, the outage process Shall proceed per the Outage Execution and Closeout Procedure.

		3.2.15 All Unplanned and Forced outages are per Procedure #26 Forced Outage.

		3.2.16 Additional Scheduled Planned Outage Procedural Events:



		3.3 Create Major Generation Maintenance Planned Outage Schedule

		3.3.1 GFO or other responsible requestor, submits a Major Generation Maintenance Planned Outage Request to the SOP. The lead time for the request Shall be 2 years in advance. Information required Shall include:

		3.3.2 All Major Maintenance Planned Outage Requests Shall be submitted to the SOP prior to June 30 in the current year for outages 2 years in advance.

		3.3.3 From the date of the submission of a Major Generation Maintenance Planned Outage Request, the SOP has a maximum of 60 days to review and secure final approval for the Outage Request.

		3.3.4 SOP Shall Assigns a Major Generation Maintenance Planned Outage Request Number and notifies Responsible Requestor of the Number.

		3.3.5 SOP Shall adhere to the following Rules when reviewing Major Generation Maintenance Planned Outage Requests:

		3.3.6 Major Maintenance Shall be scheduled as needed per manufacturer’s maintenance recommendations of equipment or other factors.

		3.3.7 SOP Shall consult with SSE and STO on each Major Generation Maintenance Planned Outage Request.

		3.3.8 SSE Shall review each Major Generation Maintenance Planned Outage Request with SE.

		3.3.9 Once SOP has received feedback from SSE, STO or TO and SE and there are no objections to proceed, SOP Shall forward Planned Outage Request to LTOS and TOS for appropriate studies, load flows and analysis.

		3.3.10 When all appropriate studies are complete and deemed not to impact system stability, not to impact system reserves, and not to impact availability for peak usage, the Request is given a tentative time slot and ready for review and approval. The...

		3.3.11 When SOP completes review and approval, SOP Shall forward this Request to MCCS for review and approval.

		3.3.12 When MCCS completes review and approval, MCCS Shall forward this Request to STG for review and approval.

		3.3.13 When STG completes review and approval, STG Shall forward to MCCO for a final review and final approval. Upon final approval, the Outage Request Shall be returned to the LTOS.

		3.3.14 The LTOS Shall assign the approved Outage Request a Scheduled Outage Number, and TOS Shall place the outage into scheduled time slot in the scheduling system.

		3.3.15 SOP Shall notify the Responsible Requestor of the approved change to Scheduled status. At this point, the Responsible Requestor, GFO, Shall become the Responsible Entity who is responsible for the work to be performed during the outage.

		3.3.16 Once Responsible Entity is notified of approval change to Schedule status, the outage process Shall proceed per the Outage Execution and Closeout Procedure.

		3.3.17 Unplanned and Forced outages are per Procedure #26 Forced Outage.

		3.3.18 Additional Scheduled Planned Outage Procedural Events:



		3.4 Minor Maintenance Transmission System Outages

		3.4.1 Responsible Requestor submits a Minor Transmission Maintenance Outage Request to the SOP. Information required Shall include:

		3.4.2 SOP Shall Assign a Minor Transmission Maintenance Outage Request Number and Shall notify Responsible Requestor of the Number.

		3.4.3 SOP Shall adhere to the following Rules when reviewing Minor Transmission Maintenance Planned Outage Requests:

		3.4.4 SOP Shall consult with SSE and STO or TO on each Transmission outage request.

		3.4.5 Once SOP has received feedback from SSE, STO or TO and there are no objections to proceed, SOP Shall forward Planned Outage Request to LTOS and TOS for appropriate studies, load flows and analysis.

		3.4.6 When all appropriate studies are complete and deemed not to impact system stability, not to impact system reserves, and not to impact availability for peak usage, the Request is Shall be given a tentative time slot and is ready for review and ap...

		3.4.7 When SOP completes review and approval, SOP Shall forward this Request to MCCS for review and approval.

		3.4.8 When MCCS completes review and approval, MCCS Shall forward this Request to STG for review and approval.

		3.4.9 When STG completes review and approval, STG Shall forward to MCCO for a final review and final approval. Upon final approval the Outage Request Shall be returned to the LTOS.

		3.4.10 The LTOS Shall assign the approved Outage Request a Scheduled Minor Maintenance Outage Number, and TOS Shall place the outage into what was the tentative scheduled time slot in the scheduling system.

		3.4.11 SOP Shall notify the Responsible Requestor of the approved change to Scheduled status. At this point, the Responsible Requestor Shall become the Responsible Entity who is responsible for the work to be performed during the outage or who will as...

		3.4.12 Once Responsible Entity is notified of approval change to Schedule status, the outage process Shall proceed per the Outage Execution and Closeout Procedure.

		3.4.13 Unplanned and Forced outages are per Procedure #26 Forced Outage.



		3.5 Minor Maintenance Interconnected Facilities Outages

		3.5.1 GFO or Responsible Requestor submits a Minor Generation Maintenance Planned Outage Request to the SOP. The non-peak season Request lead time Shall be at the earliest, the next 2 to 3 weekends. Information required on the Request Shall include:

		3.5.2 SOP Assigns a Minor Generation Maintenance Planned Outage Request Number and Shall notify Responsible Requestor of the Number.

		3.5.3 SOP should adhere to the following Rules when reviewing Minor Generation Maintenance Planned Outage Requests:

		3.5.4 SOP Shall consult with SSE and STO on each Minor Generation Maintenance Planned Outage Request.

		3.5.5 SSE Shall review each Minor Generation Maintenance Planned Outage Request with SE.

		3.5.6 Once SOP has received feedback from SSE, STO, TO and SE and there are no objections to proceed, SOP Shall forward Planned Outage Request to LTOS and TOS for appropriate studies, load flows and analysis.

		3.5.7 When all appropriate studies are complete and deemed not to impact system stability, not to impact system reserves, and not to impact availability for peak usage, the Request Shall be given a tentative time slot and ready for review and approval...

		3.5.8 When SOP completes review and approval, SOP Shall forward this request to MCCS for review and approval.

		3.5.9 When MCCS completes review and approval, MCCS Shall forward this request to STG for review and approval.

		3.5.10 When STG completes review and approval, STG Shall forward this request to MCCO for a final review and final approval. Upon final approval the Outage Request Shall be returned to the LTOS.

		3.5.11 The LTOS Shall assign the approved Outage Request a Scheduled Minor Maintenance Outage Number, and TOS Shall place the outage into what was the tentative scheduled time slot in the scheduling system.

		3.5.12 SOP Shall notify the Responsible Requestor of the approved change to Scheduled status. At this point, the Responsible Requestor, GFO, Shall become the Responsible Entity who is responsible for the work to be performed during the outage.

		3.5.13 Once Responsible Entity, GFO, is notified of approval change to Schedule status, the outage process Shall proceed per the Outage Execution and Closeout Procedure.

		3.5.14 Unplanned and Forced outages are per Procedure #26 Forced Outage.



		3.6 38 kV Major and Minor Maintenance Planned Outages

		3.6.1 Responsible Requestor submits a Major or Minor Transmission Maintenance Outage Request to the SOP. Information required Shall include:

		3.6.2 SOP Shall Assign a Major or Minor Transmission Maintenance Outage Request Number and Shall notify Responsible Requestor of the Number.

		3.6.3 SOP Shall consult with TO on each 38kV Transmission outage request.

		3.6.4 Once SOP has received feedback from TO and there are no objections to proceed, SOP Shall forward Planned Outage Request to LTOS and TOS for appropriate studies, load flows and analysis.

		3.6.5 When all appropriate studies are complete and deemed not to impact system stability, not to impact system reserves, and not to impact availability for peak usage, the Request Shall be given a tentative time slot and Shall be ready for review and...

		3.6.6 When SOP completes review and approval, MCCS Shall forward this Request to MCCS for review and approval.

		3.6.7 When MCCS completes review and approval, MCCS Shall forward this Request to TO for review and approval.

		3.6.8 When TO completes review and approval, TO Shall forward this Request to SSE for review and approval.

		3.6.9 When SSE completes review and approval, SSE Shall forward to STG for a final review and final approval. Upon final approval the STG Shall return the approved Outage Request to the LTOS.

		3.6.10 The LTOS Shall assign the approved Outage Request a Scheduled Major or Minor Maintenance Outage Number, and TOS Shall place the outage into what was the tentative scheduled time slot in the scheduling system.

		3.6.11 SOP Shall notify the Responsible Requestor of the approved change to Scheduled status. At this point, the Responsible Requestor becomes the Responsible Entity who is responsible for the work to be performed during the outage.

		3.6.12 Once Responsible Entity is notified of approval change to Schedule status, the outage process Shall proceed per the Outage Execution and Closeout Procedure.

		3.6.13 Unplanned and Forced outages are per Procedure #26 Forced Outage.



		3.7 Posting of Annual Planned Outage Schedules

		3.7.1 The MCCS Shall request an email distribution list from the Director System Operations (DSO) for the Annual Major Generation Maintenance Planned Outage Schedule and the Annual Major Transmission Maintenance Planned Outage Schedule. The MCCS or de...

		3.7.2 After October 1, the Annual Major Generation Maintenance Planned Outage Schedule and the Annual Major Transmission Maintenance Planned Outage Schedule are locked down. Between September 1 and September 30, minor schedule changes may be made by t...

		3.7.3 The Schedules Shall be distributed via the email distribution list monthly thereafter with notes documenting scheduling changes from the prior month.

		3.7.4 The MCCS Shall request a Scheduling System real time viewing access list from the Director System Operations (DSO) for the Annual Major Generation Maintenance Planned Outage Schedule and the Annual Major Transmission Maintenance Planned Outage S...

		3.7.5 The MCCS Shall request a Scheduling System real time viewing and editing access list from the Director System Operations (DSO) for the Annual Major Generation Maintenance Planned Outage Schedule and the Annual Major Transmission Maintenance Plan...





		Appendix A: Glossary

		Appendix B: Procedure Cross-Reference






 


 
  


Forced  
Outage 







  1 


Forced Outage 
 


  


Document Control & Signature Page 


Procedure Title: Forced Outage 


Procedure # 26_ Revision # _1.2_____________ 


Security Classification _Restricted______Date Issued 12/15/2021 


APPROVED BY: 
Name / Title _Raphael Gignac / Director System Operations 


Signature ___________________________________________ 


REVIEWED BY: 
Title ___________________________________ 


Signature _______________________________ 


Title ___________________________________ 


Signature _______________________________ 


PROCEDURE DEVELOPMENT HISTORY: 
Revision Approved Date __/__/___ Approved by _________________Title _______________ 


Authored by __________________________ Title ____________________________________ 


Reason for Revision _____________________________________________________________ 


Revision Approved Date __/__/___ Approved by _____________________ Title ____________ 


Authored by ___________________________ Title ____________________________________ 


Reason for Revision _____________________________________________________________ 


  







  2 


Forced Outage 
 


  


Contents 
1.0 Executive Summary ........................................................................................... 3 


2.0 Objectives/Scope/Roles ..................................................................................... 3 


2.1 Objective .......................................................................................................................................... 3 


2.2 Scope ............................................................................................................................................... 3 


2.3 Roles ................................................................................................................................................ 3 


3.0 Procedure ............................................................................................................ 5 


3.1 Forced or Unplanned Outage – Generation .................................................................................... 5 


3.2 Restoration and Restart of the Generation Resource ...................................................................... 6 


3.3 Restoration and Restart of the Generating Unit ............................................................................... 6 


3.4 Forced Outage: Transmission or Substation.................................................................................... 7 


3.5 Forced Transmission Outage Affecting an Interconnected Facility .................................................. 7 


Appendix A: Glossary ................................................................................................... 9 


Appendix B: Procedure Cross-Reference Matrix ..................................................... 10 


  


 


 


 


  







  3 


Forced Outage 
 


  


1.0 Executive Summary  


This procedure is designed to provide guidance to interconnected facilities and System Operations when 


responding to a forced outage of any of these elements that impacts the operation of the Bulk Power 


System and provides detailed steps for responding to the event, including communication and restoration. 


2.0 Objectives/Scope/Roles 


2.1 Objective  


 This procedure provides for the safe, timely and efficient restoration of the electrical service due to forced 


outages on the system. This procedure also applies to unplanned outages which are outages required by 


an imminent condition that may affect safety or operations.  


2.2 Scope 


A forced outage is an immediate reduction in output or capacity or removal from service, in whole or in 


part, due to an unanticipated failure, or other cause beyond the control of the owner or operator of the 


facility. This procedure requires the Transmission Operations Center to effectively respond to, manage 


and restore the electrical system following a forced outage. This procedure applies to all personnel from 


system operation, generation, transmission, and their supporting organizations.  


2.3 Roles 


2.3.1 Senior Shift Engineer (SSE) 


The SSE has direct responsibility for the overall operation of the Energy Control Center. Oversees and 


ensures that all activities within the Transmission Operations Center (TOC) and properly controlled and 
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coordinated including the functions of the Transmission Operator (TO) , the Senior Transmission Operator 


(STO) and the Shift Engineer (SE) 


2.3.2 Transmission Operator: 38 kV (TO) 


Direct responsibility for the operation of the 38KV portion of the electrical system. Oversees the loading 


and switching operations on the 38KV system and the response to emergencies or other system 


anomalies that may occur and affect the safe and stable operation of the 38KV system. 


2.3.3 Transmission Operator: 115 & 230 kV (TO) 


Direct responsibility for the operation of the 115KV and 230KV portions of the electrical system. Oversees 


the loading and switching operations on the 115kv and 230KV system and responds to emergencies or 


other system anomalies that may occur and affect the safe and stable operation of the 115kv and/or the 


230KV system. 


2.3.4 Shift Engineer (SE) 


Direct responsibility for the operation and integration of the generation connected to the overall electrical 


system. Oversees the load dispatching of the generation as well as managing forced outages to 


interconnected facilities. Also responsible for the generation responses to emergencies or other system 


anomalies that may occur. 


2.3.5 Generator Facility Operator (GFO) 


The Generator Facility Operator (GFO) or equivalent shall communicate following the Plant Level 


Communications procedure to allow personnel to implement this procedure. 
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3.0 Procedure  


This procedure shall be initiated during any forced outage of a generating facility or transmission 


element. This procedure can be used solely for restoration and system operation adjustments provided 


that the event does not cause an emergency event declaration of a Level 3, 2 or 1 emergency as 


declared by the Crisis Management Committee and the Incident Commander as outlined in the 


Emergency Response Plan (ERP). If an emergency is declared proceed to the Emergency Response 


Procedures. 


3.1 Forced or Unplanned Outage – Generation 


If the GFO has any advanced knowledge of an imminent unplanned or forced outage, the GFO shall  


notify the SE immediately with as much lead-time as practical and do the following: 


 Inform the SE of the forced outage as promptly as possible and create a work order. 


 Submit an Unplanned Outage notification via telephone or electronic messaging to the SE, SSE, and 


the TOs. The notification shall include the event description, the circumstances giving rise to the 


forced outage, an initial estimated time when the generation shall be impacted, an initial estimated 


time to restore, and the initially estimated elements used to isolate the generation from the electrical 


system. 


 As soon as possible following the start of the unplanned or forced outage the GFO shall provide the 


SSE and the TOs with an updated and more accurate date and time that the generation resource will 


be made available. Additional details surrounding the reason for the forced outage shall be 


documented. 


The SSE and TOs shall acknowledge all communications received from the GFO and record the 


information.  
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3.2 Restoration and Restart of the Generation Resource  


Before restoration and restart of the generation unit the following actions shall be performed: 


 The GFO shall identify all critical work needed to be performed to return the resource to service. 


 Once the outage period has been determined to make critical repairs required to return the unit to 


service, the GFO shall go to the Forced Outage Worklist to determine what other previously deferred 


maintenance items can also be performed during this allotted outage timeframe. This previously 


deferred work must be able to be performed at the same time as the critical restoration work and not 


prolong the outage. 


 The TOs shall review their Forced Outage Worklist to determine if transmission maintenance work can 


also be performed without prolonging the critical path generation restoration timing. 


3.3 Restoration and Restart of the Generating Unit 


 The GFO shall notify the SSE and TOs by telephone or electronic notification as soon as their actual 


time to restore has been determined. This notification shall include the generation ramp-up schedule, 


the anticipated output following restoration and any diagnostic testing to be performed that could 


impact their restoration ramp-up. 


 Following notification by the generation resource owner or operator that the generation is ready to go 


back online, the SSE, shall confirm with the TOs and the SE that system conditions are capable of 


safely integrating the generator back onto the electrical system and that any deferred transmission 


maintenance work that was being performed in conjunction with the forced outage has also been 


completed. 


 The SSE shall authorize the necessary switching operations to bring the generation back onto the 


system in accordance with the Outage Execution and Closeout procedure. 
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3.4 Forced Outage: Transmission or Substation 


 Transmission and Substation personnel shall report any imminent or unplanned forced outage of 


Transmission or Substation facilities to the appropriate TO. The TO shall communicate the outage and 


the expected timing to any other personnel that may be affected as soon as feasible. The notification 


shall include the circumstances surrounding the unplanned or forced outage, the extent of damage 


and the expected duration of the outage. The appropriate TO shall also notify the SSE. 


 The TO shall create a work order in Vias Libres for the outage with all pertinent information that is 


available at the time and update the work order as added information becomes available. 


 The night shift (22:00 –06:00) TO shall assess all outages for the next two days and submit changes 


or revision to the Vias Libres work order due to cancellations, revised schedules, revised return to 


service times of outage or any other changes by 06:00 to the day shift (06:00 – 14:00) TO. 


3.5 Forced Transmission Outage Affecting an Interconnected 


Facility 


 If any forced transmission or substation outage will force either generation, or an Interconnected 


Facility off-line, then the appropriate TO shall immediately notify the SE, and the SSE shall then notify 


the Interconnected Facility and/or generator of the forced outage and provide them with the 


circumstances surrounding the forced outage, the estimated time to restore, and to what extent, if any, 


the Interconnected Facility will be impacted during and following the restoration of the forced outage.  


The Outage Execution and Closeout procedure shall be used for the detailed restoration of the 


system to normal operation. 


 If any Interconnected Facility experiences a forced outage, the Interconnected Facility shall 


immediately notify the SE of the forced outage, the reason for the outage, and the anticipated duration 


of the outage and the SE shall then determine if this outage will also affect any generators. 
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 The TOs shall determine if any deferred transmission maintenance can be performed as a result of 


the Interconnected Facility forced outage without adding additional time to the Interconnected Forced 


outage time to restore. 


 When the GFO is ready to restore their facility to normal operation, they shall notify the SE and the 


TOs. 


 Following notification by the GFO that the facility is ready to go back online, the SSE shall confirm 


with the TOs and the SE that system conditions are capable of safely integrating the Interconnected 


Facility back onto the electrical system and that any deferred transmission or substation maintenance 


work that was being performed in conjunction with the forced outage has also been completed. 


 Proceed with restoration per the Outage Execution and Closeout procedure. 
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Appendix A: Glossary 
Term Definition 


 
Transmission 
Operations Center 


The main control room for the LUMA transmission system and interconnected 


facilities. The TOC has certified Independent System Operators who are 


responsible for operation and communication with all Interconnected 


Facilities and the operation of 230 KV, 115 KV and 38 KV. Systems. 


Forced Outage Work 
List 


An on-going list of maintenance work that has been deferred but can be 


considered for execution if an unplanned or forced outage enables this work 


to be completed without extending any unplanned or forced outage 


Vias Libres Software system for creating and tracking work orders of the Electrical 


System 


Interconnected 
Facility 


Any generation facility that produces power delivered into the bulk power 


system or energy storage facility that releases stored power to the bulk 


power system 
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Load Forecasting                


New Generation Interconnections                


Resource Adequacy Assessments               


Retirements               


G&T Demarcation & Metering               


Generator Capability                


Black Start               


Telemetry                


Data/Cybersecurity                


Root Cause & Lessons Learned                


Public Reporting                


Performance Reporting                


Stakeholder Management                
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Transmission Operations                


Plant Level Agreement                


Balancing Frequency & Voltage                


Demand-Side Resources               


Shift System Operator Training Requirements               


Scheduling Planned T&G Outages                


Forced Outage Response               
Outage Execution & Closeout                


Emergency Response Execution                
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Emergency Response Execution                 
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1.0 Executive Summary  
This procedure provides direction to Interconnected Facilities and System Operations for managing 


approved scheduled planned outages of Transmission Elements and Interconnected Facilities. This 


procedure provides detailed steps for analyzing, approving, scheduling, documenting and 


communications from post approval to execution and closeout.  


2.0 Objective/Scope/Roles 
2.1 Objective 
This procedure provides for the safe, timely and efficient analysis, approval, scheduling, documenting, 


communications, execution, and closeout of Bulk Power System planned post approval outages on the 


Bulk Power System. This procedure also provides direction for ensuring pre-outage system conditions are 


such that the outage can be executed in a safe and timely manner, providing step by step outage field 


instructions, ensuring three-part communication throughout the process, returning to service and outage 


closeout.  


2.2 Scope 
Control Center Operations shall manage all Transmission Elements and Interconnected Facilities 


scheduled planned outages. The procedure has six phases: Transmission Planning, Transmission 


Execution, Transmission Closeout, Interconnected Facilities Planning, Interconnected Facilities 


Execution, and Interconnected Facilities Closeout. 


2.3 Roles and Responsibilities 
2.3.1 Manager Control Center Operations (MCCO) 
The MCCO oversees all Transmission and Interconnected Facility operations and outage implementation. 


2.3.2 Senior Shift Engineer (SSE) 


The SSE has direct responsibility for the overall operation of the Transmission Operations Center (TOC). 


Oversees and ensures that all activities within the TOC are properly controlled and coordinated including 
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the functions of the Transmission Operator (TO), the Senior Transmission Operator (STO)  and the  Shift 


Engineer (SE). Consults on all planned outages to Interconnected Facilities. 


2.3.3 Shift Engineer (SE) 
The SE has direct responsibility for the operation and integration of the generation connected to the 


overall electrical system. Oversees load dispatching of the generation as well as managing scheduled 


outages to Interconnected Facilities. The SE is also responsible for the generation responses to 


emergencies or other system anomalies that may occur. 


2.3.4 Senior Transmission Operator: (STO) 
The STO has direct responsibility for the operation of the 115 kV and 230 kV portions of the electrical 


system. Oversees the loading and switching operations on the 115 kV and 230 kV system and responds 


to emergencies or other system anomalies that may occur and affect the safe and stable operation of the 


115 kV and/or the 230 kV system. Consults on all Interconnect Facilities and Transmission planned 


outages. 


2.3.5 Transmission Operator: (TO) 
The TO has direct responsibility for the operation of the 38 kV portion of the electrical system. Oversees 


the loading and switching operations on the 38 kV system and the response to emergencies or other 


system anomalies that may occur and affect the safe and stable operation of the 38 kV system. 


2.3.6 Supervisor Transmission and Generation (STG) 
The STG is directly responsible for all Transmission and Interconnected Facility operations and outage 


implementation. Directs the STO, TO, SSE, SE. 


2.3.7 Generator Facility Operator (GFO) 
The GFO, asset manager, or equivalent will communicate in accordance with the Accepted Operating 


Procedure to allow personnel to implement this procedure. 


2.3.8 Manager Control Center Support (MCCS) 
The MCCS oversees all Transmission and Interconnected Facility outage planning. 
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2.3.9 Supervisor Outage Planning (SOP) 
The SOP is directly responsible for all Transmission and Interconnected Facility outage planning by 


supervising the Lead Transmission Outage Scheduler and Transmission Outage Scheduler. Consults with 


Senior Shift Engineer and Senior Transmission Operator on all planned outage requests. Writes the 


Interconnected Facilities step-by-step outage process. 


2.3.10 Lead Transmission Outage Scheduler (LTOS) 
The LTOS performs Transmission and Interconnected Facility Outage planning, studies, analysis and the 


writes the Transmission step-by-step outage process. 


2.3.11 Transmission Outage Scheduler (TOS) 
The TOS assists the LTOS in all outage planning, studies, analysis and assists in writing the Transmission 


step-by-step outage process. 


2.3.12 Field Operations Group 
The Field Operations Group is directly responsible for field implementation of step-by-step outage 


sequences both removal from service and restoration to service. 


3.0 Procedure  
3.1 Transmission Planning Phase  
3.1.1 45 days prior to the commencement of a major outage, the Responsible Requester shall 


confirm that all equipment, tools and parts are on-site and that all specialized training and all 
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safety training is complete upon receipt of confirmation request from the LTOS. Failure to do 


so in a timely manner, may result in outage rescheduling or cancellation. 


3.1.2 Step-by-step sequences shall be produced by LTOS 30 days prior to outage commencement 


for removing Transmission Elements from service, and for returning Transmission Elements to 


service. 


3.1.3 30 days prior to Major Transmission outages: a visual, thermographic and/or helicopter 


inspection of entire line shall be conducted. 


3.1.4 Step-by-step sequences for removal from service and return to service shall be reviewed and 


approved 14 days prior to commencement by STO, TO, SSE and SE for all Major and Minor 


Transmission outages. 


3.1.5 Step-by-step sequences for removal from service and return to service shall be reviewed and 


approved 14 days prior to commencement by STO, TO for all 38kV Transmission outages. 


3.1.6 During the five days prior to the Transmission outage commencement, TOC shall monitor 


system load, review load forecast, monitor bulk system configuration, monitor weather 


forecast. 


3.1.7 Field Operations shall assign field personnel to outage. 


3.1.8 Field Operation Supervisor shall review with field personnel the following:  


• Review safety procedures and follow Power System Work Standards (PSWS). 


• Review each step of the approved Via Libre switching routine. 


• Reiterate that three-part communication shall be utilized at all times.  


• Review tagging procedure and grounding procedures. 
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3.2 Transmission Execution Phase 


3.2.1 TOC shall communicate with Field Personnel to execute switching routines.   


3.2.2 Field Operation personnel shall complete all field step by step removal from service 


sequence, and shall place all required tagging and grounding. 


3.2.3 TOC shall inform Responsible Entity using three-part communication, that the Scheduled 


Planned Transmission outage step-by-step removal from service sequence has been 


completed, all required tagging and grounding has been placed. 


3.2.4 When satisfied that Transmission Elements are safely removed from service with all tagging 


and grounding, Responsible Entity shall begin Maintenance work to be performed during the 


outage. 


3.2.5 TOC shall notify SOP and LTOS that the Scheduled Planned Transmission Outage has 


commenced. 


3.2.6 LTOS shall update outage in scheduling system as commenced. 


3.2.7 Responsible Entity shall maintain daily and ongoing communication with the TOC while 


arriving on site, performing work on site and upon exiting site. 


3.2.8 Responsible Entity shall immediately inform the TOC of any change in Emergency Recall 


time. 


3.2.9 Responsible Entity shall inform TOC using three-part communication when all Maintenance 


work to be performed during the outage is complete, all work personnel are offsite and all 


Transmission Elements are ready for return to service. 
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3.2.10 Responsible Entity shall complete all required work order paperwork into appropriate work 


order system and shall document and report to the TOC any schematic mapping changes 


made to the Transmission during the outage. 


3.2.11 Using three-part communication: Field Operations and TOC shall conduct step- by-step return 


to service sequence using both remote SCADA switching and in-field switching, removing all 


tagging and grounding. 


3.3 Transmission Closeout Phase 


3.3.1 TOC shall ensure system configuration maps are all current with any changes due to the 


Transmission outage and SCADA modifications, if any, are complete and functional. 


3.3.2 Field Operations shall complete all required outage paperwork, computerized forms and shall 


formally sign off on the Transmission outage. 


3.3.3 TOC shall complete all required paperwork, computerized forms, logbook entries and shall 


formally sign off on the Transmission outage. 


3.3.4 TOC shall notify SOP and LTOS that the Scheduled Planned Transmission Outage has been 


Closed Out.   


3.3.5 LTOS and SOP update the Transmission outage as Closed Out in scheduling system. 


3.4 Interconnected Facility Planning Phase  


3.4.1 45 days prior to the commencement of a major outage, the Responsible Requester (GFO) 


shall confirm that all equipment, tools and parts are on-site and that all specialized training 
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and all safety training is complete upon receipt of confirmation request from the LTOS. Failure 


to do so in a timely manner, may result in outage rescheduling or cancellation. 


3.4.2 Step-by-step sequences shall be produced by SOP 30 days prior to outage commencement 


for removing Interconnected Facilities from service, and for returning Interconnected Facilities 


to service. 


3.4.3 Step-by-step sequences for removal from service and return to service shall be reviewed and 


approved 14 days prior to commencement by SSE, SE, STO and TO for all Major and Minor 


Interconnected Facilities outages.  


3.4.4 During the five days prior to the Interconnected Facilities outage commencement, TOC shall 


monitor system load, review load forecast, monitor bulk system configuration, monitor weather 


forecast. 


3.4.5 Field Operations shall assign field personnel to outage. 


3.4.6 Field Operation Supervisor shall review with field personnel the following: 


• Review safety procedures.  


• Review each step of the approved Via Libre switching routine. 


• Reiterate that three-part communication shall be utilized at all times.  


• Review tagging procedure and grounding procedures. 







 10 


Outage Execution and Closeout 
  


  


3.5 Generation Execution Phase 


3.5.1 TOC shall communicate with Field Personnel to execute switching routines.   


3.5.2 Field Operation personnel shall complete all field step by step removal from service sequence 


and shall place all required tagging and grounding. 


3.5.3 TOC shall inform Responsible Entity (GFO) using three-part communication, that the 


Scheduled Planned Interconnected Facilities outage step-by-step removal from service 


sequence has been completed, all required tagging and grounding has been placed. 


3.5.4 When satisfied that Interconnected Facilities are safely removed from service with all tagging 


and grounding, Responsible Entity (GFO) shall begin Maintenance work to be performed 


during the outage. 


3.5.5 TOC shall notify SOP and LTOS that the Scheduled Planned Interconnected Facilities Outage 


has commenced. 


3.5.6 LTOS shall update outage in scheduling system as commenced. 


3.5.7 Responsible Entity (GFO) shall maintain daily and ongoing communication with the SE while 


arriving on site, performing work on site and upon exiting site. 


3.5.8 Responsible Entity (GFO) shall immediately inform the SE of any change in Emergency 


Recall time. 


3.5.9 Responsible Entity (GFO) shall inform SE using three-part communication when all 


Maintenance work to be performed during the outage is complete, all work personnel are 


offsite and Interconnected Facilities are ready for return to service. 
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3.5.10 Responsible Entity (GFO) shall complete all required work order paperwork and forward to SE 


and shall document and report to the TOC any schematic mapping changes made to the 


Interconnected Facilities during the outage. 


3.5.11 Responsible Entity (GFO) shall provide any update to their Interconnected Facility to the TOC 


in accordance with the Interconnected Facilities Procedure. 


3.5.12 Using three-part communication: Field Operations and SE shall conduct step- by-step return 


to service sequence using both remote SCADA switching and in-field switching, removing all 


tagging and grounding. 


 


3.6 Interconnect Facilities Closeout Phase 


3.6.1 TOC shall ensure system configuration maps are all current with any changes due to the 


Interconnected Facilities outage and SCADA modifications, if any, are complete and 


functional. 


3.6.2 Field Operations shall complete all required outage paperwork, computerized forms and shall 


formally sign off on the Interconnected Facilities outage. 


3.6.3 TOC shall complete all required paperwork, computerized forms, logbook entries and shall 


formally sign off on the Interconnected Facilities outage. 


3.6.4 TOC shall notify SOP and LTOS that the Scheduled Planned Interconnected Facilities Outage 


has been Closed Out.   


3.6.5 LTOS and SOP shall update Interconnected Facilities outage as Closed Out in scheduling 


system. 
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Appendix A: Glossary 
Term Definition 


Three-part 


communication 


The sender states the message, the receiver acknowledges the sender and 


repeats the message in a paraphrased form, and the sender acknowledges 


the receiver’s reply. 


Transmission Elements Any electrical device on the BPS with terminals that may be connected to 


other electrical devices such as a generator, transformer, circuit breaker, bus 


section, or transmission line. An element may be comprised of one or more 


components.  
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Load Forecasting                


New Facility Interconnections                


Resource Adequacy Planning               


Retirements               


G&T Demarcation & Metering               


Interconnected Facilities Capabilities               


Black Start               


Telemetry                


Data/Cybersecurity                


Root Cause & Lessons Learned                


Public Reporting                


Performance Reporting                


Stakeholder Management                
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Reducing Risk Exposure to Contingencies                
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Contingency & System Operating Limits               


Energy Dispatch, Scheduling & Merit Order               
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Plant Level Agreement                


Balancing Frequency & Voltage                


Demand-Side Resources               


Shift System Operator Training Requirements               


Scheduling Planned T&G Outages                


Forced Outage Response               


Outage Execution & Closeout                


Emergency Response Execution                


Emergency Drills               
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I. Executive Summary 
This procedure is designed to provide guidance to system operations when responding to an emergency 
on the Luma Transmission & Distribution (T&D) System. The procedure provides detailed steps for 
responding to all types of emergencies that would adversely affect the operation of the T&D System and 
would be classified as either an event classification 3, 2, or 1 as described in the LUMA Emergency 
Operations Center (LEOC) Activation Table in Appendix A of the LUMA Emergency Response Plan, 
Annex A Major Outage Restoration document. 


The Emergency Response Execution procedure was written as an additional aid and will be part of the 
LUMA Emergency Response Plan under Annex A - Major Outage Restoration. 


The Emergency Response Execution procedure is divided into two parts:  


1. Response to a terrorist or sabotage event on the T&D System.  
2. Response to various types of emergencies including adverse weather conditions, system 


instabilities, earthquakes and other emergency situations that typically result in T&D System 
damage and loss of load.  


II. Objectives/Scope/Roles 
A.  Objectives 


To provide a procedure for the response and associated activities of the Operations Section of the 
Emergency Response Organization during an emergency affecting the T&D System. This procedure 
is part of the overall ERP Annex A – Major Outage Restoration.  


The goal of this procedure is to provide for the safe, timely and efficient restoration of the T&D 
System due to all types of Event Classification levels 3, 2, or 1. 


B.  Scope 
This procedure applies to Event Classification levels 3, 2, or 1, and requires the Operations Section 
to effectively respond, manage, and restore the T&D System following the declaration of an Event 
Classification Level 3, 2, or 1. This procedure also references generation, the Incident Commander, 
the Logistics Section, Planning and Intelligence Section, and Finance/Admin Sections and is written 
in conjunction with the Emergency Response Plan, Annex A – Major Outage Restoration and 
frequently references that document. 


C.  Roles 
Emergency response organizational roles are delineated in the procedure as well as the required 
interactions between the various parts of the Emergency Response Organization as it functions 
under the overall umbrella of the Incident Commander. These roles include communications and 
coordination with generation facilities and liaisons with the overall LUMA Emergency Operations 
Center (LEOC). Also included are restoration approaches to minimize the duration of customer 
interruptions without adversely affecting the safety of the public or the utility workers. In addition, the 
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procedure addresses closeout considerations as all loads are restored and all damaged facilities are 
documented and safely secured from the public.  


The role descriptions below include the positions for the Operations Section including the Operations 
Section Chief and all supporting staff. The Operations Section will lead all assessment, restoration 
and reporting during all emergency declarations affecting the T&D System and will staff these key 
emergency response organizational roles.  Additional detail on these roles can be found in the LUMA 
Energy Emergency Response Plan, Annex A, Roles and Responsibilities. 


1.   Operations Section Chief  
• Implements the Emergency Response Execution Procedure upon notification by the 


Incident Commander. 
• Interfaces directly with Incident Commander and the Incident Commanders Staff. 
• Manages the restoration of the T&D System during emergency events based on pre-


approved procedures including, but not limited to, the Black Start Procedure. 
• Directs T&D System restoration efforts in conjunction with the Operations Section. 
• Collects system status information and provides system and restoration status 


updates to the Incident Commander and Staff.  
• Participates in conference calls, provides updates to the Incident Commander and 


Staff, and makes recommendations regarding the LUMA Emergency Event 
Classification. 


• Works with the Logistics Section Chief to determine proper resources and necessary 
staffing levels.  


2.   Deputy Operations Section Chief 
• Assists the Operations Section Chief as directed. 
• Develops and distributes hourly restoration status reports for the Operations Section 


Chief and the Incident Commander’s Staff. 
• Interfaces with the Planning and Intelligence Section Chief and provides a status of 


progression as T&D System restoration proceeds. 
• Coordinates and disseminates information relating to generation and transmission 


availability, transmission and transmission Substation restoration, and the 
distribution system status and restoration progress.  


• Monitors weather data and forecasts in conjunction with the Planning & Intelligence 
Section Chief. 


• Coordinates with the Damage Assessment Unit Leader to determine the on-going 
extent of the emergency. 


• Determines projected ongoing personnel and/or contractor and mutual aid 
requirements and communicates requirements to the Logistics Section Chief and 
Staff as deemed necessary. 


• Coordinates materials, facilities, storerooms, and transportation needs with the 
Logistics Section Staff. 


• Coordinates, on an ongoing basis, with the Damage Assessment Unit Leader to 
determine potential upcoming material, equipment, and personnel requirements. 
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• Maintains ongoing communications with the Damage Assessment Unit Leader and 
Logistics Section to anticipate and supply: 


o Field forces including substation operators 
o Patrollers 
o Emergency Operations Center support personnel 
o District Emergency Operation Centers personnel as determined by the 


Emergency Classification Level and Incident Commander 
o Approved Contractors as determined by Finance/Admin Section Chief’s Staff 
o Crew guides/liaisons 
o Police, fire, and/or flagging personnel, for crew work area protection duties. 
o Wire Sitters 
o Specialized personnel (if requested by generation facilities) 
o Material Support personnel 
o Air Operations Unit Leader for aerial damage assessment and movement of 


personnel and equipment, and material 
o Transportation vehicles and drivers for the field delivery of material and/or 


personnel 
o Specialized equipment for access to remote sites 
o Emergency lighting equipment if requested 
o Generators and Pumps 


3.   T&D System Operations Branch Director  
• Implements the Emergency Response Execution Procedure upon notification by the 


Operations Section Chief or the Incident Commander. 
• Interfaces directly with Operations Section Chief and, as directed, with the Incident 


Commander and the Incident Commander’s Staff. 
• Manages the restoration of the T&D System during the emergency based on pre-


approved procedures including, if necessary, the Black Start Procedure. 
• Directs transmission and generation restoration efforts in conjunction with the 


Operations Section Staff. 
• Collects system status information and provides system and restoration status 


updates to the Operations Section Chief.  
• Participates in Incident Commander conference calls, provides updates to the 


Operations Section Chief, and makes recommendations regarding the LUMA 
Emergency Event Classification. 


• Communicates with Transmission and Distribution Operations Centers personnel, in 
real time, to maintain a direct interface with Generating Stations and T&D System 
Operations. 


• Disseminates generation status and any generation facility damage to the Operations 
Section Chief. 


• Evaluates the need to initiate Black Start Procedure AND directs the Manager 
Control Center Operations (MCCO) to initiate and manage generation restarts AND 
the re-energizing of transmission facilities. 
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• Coordinates with the ETR Specialist in providing generating station, facility specific, 
real-time operating metrics including generation time to restore to the Operations 
Section Chief. 


• Discusses and coordinates generating station personnel levels with each station and 
recommends personnel callouts as necessary. 


• Requests any special assistance or equipment requirements, in coordination with 
Logistic Section, to expedite generation restart and complete all required T&D 
System facility repairs. 


• Coordinates key actions and T&D System status reports, with the Operations Section 
Chief’s and Staff. 


4.   Damage Assessment Unit Leader 
• Coordinates and communicates with the Operations Section Chief, the Logistics 


Section Chief and Staff, as well as the Planning & Intelligence Section Chief.  
• Receives, compiles, and communicates all damage assessments to all appropriate 


personnel and governmental authorities through the Communications and 
Information Coordinator Officer. 


• Determines the extent of damage and interruptions to the T&D system, generation, 
and interconnected facilities, and estimated times to repair and restore the T&D 
system. 


5.   T&D System Operations Branch Director  
• Directs the Transmission Operations Centers (TOCs), the Distribution Operation 


Centers (DOCs) personnel, in real time and maintains an interface with Generating 
Stations and interconnected facilities. 


• Coordinates with the Operations Section Chief’s Staff and the Logistics Section 
Support Branch Director in maintaining real-time TOC and DOC personnel 
availability and ensures that on-system personnel remain at required levels 
throughout the emergency. 


• Disseminates, on a real-time basis, generation statuses and any generation facility 
damage, including estimated time to repair. 


• Evaluates the need to initiate Black Start Procedure and directs Transmission 
Operations Center to initiate and manage generation restarts and the re-energizing 
of transmission facilities. 


• Provides generating station, facility specific, real-time operating metrics including 
time to restore to the Operations Section Chief and Staff. 


• Discusses and coordinates generating station personnel levels with each station and 
recommends personnel callouts as necessary. 


• Maintains contact with Incident Commander’s staff, Damage Assessment Unit 
Leader, and Communications and Information Coordinator. 


• Requests any special assistance or equipment requirements to expedite generation 
restart and complete all required facility repairs. 
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6.   Priority Restoration Group Branch Director 
• Schedules crews in accordance with anticipated needs and shift schedules and 


communicates with the OSC regarding personnel scheduling and potential extra-
ordinary personnel needs or issues. 


• Disseminates dispatch instructions to crews and maintains contact with personnel in 
the LEOC regarding issues or unique emergency situations occurring in the field. 


• Conducts the closeout of OMS tickets including specific steps taken in the field to 
restore load and/or eliminate hazards and ensures that the DOC and/or DOC is 
aware of the as-left system configuration. 


• Communicates with the Customer Experience Team, Community Affairs, and 
Regional and Municipal agencies as necessary. 


7.   Air Operations Unit Leader 
• Implements and directs all air operation activities requested in support of LEOC 


activities including load restoration activities. 
• Determines availability of fixed wing, and rotary wing, aircraft, and crews for piloting 


and maintaining including aircraft. 
• Determines aircraft lift capabilities and passenger carrying capabilities. 
• Determines potential aircraft fueling needs and the operational status of both private 


and public airfields and helipads. 
• Arranges for remotely operated drones as requested for damage assessment duties 


and arranges for transporting drones and pilots to locations on system as requested. 
• Coordinates with governmental officials and the FAA regarding any flight restrictions 


including weather related issues that could adversely affect aircraft use. 


8.   Debris Management Unit Leader 
• Directs personnel and equipment for use in the clearance, removal, transport, 


sorting, storage, recycling, and ultimate disposal of disaster debris including the 
containment, collection, and disposal of hazardous waste including, but not limited 
to transformer oil, diesel, and gasoline spills. 


• Contacts and coordinates with selected debris removal contractors, designated local 
(public and nongovernmental) support agencies and organizations, and involved 
state support agencies, (as applicable). 


• Provides technical expertise to the LEOC in all facets of debris management and 
disposal operations.  


• Coordinates with contractors, federal and state agencies, nongovernmental 
organizations, and tribal governments (as applicable). 


• Establishes systems for receiving and addressing inquiries from the public, and 
governmental agencies. 


• Maintains communications with the Public Relations Officer and the Community 
Relations Specialist regarding debris related issues. 


• Manages the required documentation of all debris disposal and/or storage in 
accordance with local, municipal, and governmental regulations. 
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9.   Section Controller 
• Documents all pertinent LEOC activities assigned to the LEOC staff.   
• Utilizes Maps, SharePoint and other programs or applications, and develops 


spreadsheets or other forms as appropriate for data retention. 
• Collects all informal notes and other written information from the LEOC Staff at LEOC 


closeout. Collects and/or secures any voice communication records that were made 
during the operation of the LEOC. 


• Maintains a vigil to ensure that LEOC Staff are continuing to document all pertinent 
conversations, directives, and conversations on a continuing basis throughout the 
emergency event.  


• Coordinates with other Controllers to ensure that significant events are being 
captured through notes or other mediums for later reference as needed. 


III. Procedure 
This procedure shall be initiated whenever the potential exists for the declaration of an Emergency Event 
Level 3, 2 or 1 as declared by the Crisis Management Committee (CMC) and the Incident Commander 
(IC) as outlined in the ERP Annex A.  


This procedure outlines the requirements of the: 


• Operations Section Chief (OSC) 
• Deputy Operations Sections Chief (D/OSC) 
• Damage Assessment Unit Leader (DAL) 
• Division Branch Director (DBD) 
• Priority Restoration Group Branch Director (PRG) 
• Section Controller (CONT) 
• Air Operations Unit (AOUL) 
• Debris Management Unit Leader (DML) 
• T&D System Operations Branch Director (TDO) 


The OSC receives and evaluates all information relating to adverse weather forecasts, electrical system 
anomalies, Imminent Threat Alerts, Elevated Threat Alerts or other potential threats to electrical system 
reliability or possible damage to the T&D physical plant. The OSC contacts the IC who shall then 
determine the appropriate initial LEOC Activation Level (3, 2 or 1). 


A.   Terrorism or Sabotage Threat Procedure 
1. The OSC shall coordinate physical security measures for the T&D System and communicate to 


all T&D system staff and generation facilities throughout the T&D System. 
2. The OSC shall communicate credible threats over the All-Call system or best method to the OSC 


Staff. 
3. The OSC shall notify all T&D personnel using the All-Call System or other methods as 


appropriate of the nature of any terrorism threat, and the absolute need for all personnel to 
maintain vigilance and report any suspicious activity, equipment, persons, or any suspicious 
objects. 


4. This notice shall be in effect until the threat alert has been cancelled or determined to be over. 
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5. OSC shall notify the T&D System Operations Branch Director that all Transmission Operations 
Centers (TOCs) and the Distribution Operation Centers (DOCs) shall be locked down until such 
time as the OSC confirms that the IC has determined the sabotage or terrorism threat is over. 


6. OSC shall analyze all Maintenance Outages and determine/confirm emergency return times. 
7. The TDO shall Order and analyze a Generator Capability review per the procedure. 
8. OSC shall perform Satellite Phone Checks at least daily.   
9. OSC shall order Enhanced Voice Communications Security — Operators who do not recognize 


another operator shall call back to the entity or organizations and they shall have a password to 
validate directives. 


10. TDO shall lead periodic Conference Calls with all interconnected facilities and Transmission and 
Distribution to review Crisis response status. 


B.  All Other Emergencies Response Procedure 
1. Operations Section Chief 


1. Instructs the DOSC to commence a general call-out of all Operations Section Staff 
and field personnel who are not currently on-shift and holds over all on-shift field and 
office personnel. 


2. Notifies all interconnected facilities of an impending/present LEOC Activation level 
3,2, or 1. 


2.  Deputy Operations Section Chief 
1. Initiates the call-out of key Operations Section personnel including Chiefs, directors, 


and Unit Leaders 


3.  Operations Section Chief 
1. Notifies the IC that the LEOC is Operational and that hourly conference calls with the 


Operations Section Directors and Unit Leaders are being initiated. 
2. Monitors weather tracking forecasts, and immediately notifies the IC of any changes 


to the present forecast. 
3. Commences Hourly conference calls that shall cover the following: 


 Any immediate public, governmental, or employee safety issues. 
 Current weather and weather forecast.  
 Current overall Energy Operating Condition including estimated generation, 


transmission, and distribution time to restore. 
 Personnel availability and discussion of shift coverage. 
 Report-outs by each conference call participant. 
 Significant unresolved issues. 
 Time of next conference call. 


4. Report pertinent information and actions from hourly conference calls to IC. 


4.  T&D System Operations Branch Director 
1. Reviews Plant Level Communication in anticipation of the need to implement its 


conditions and agreements.  
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2. Reviews Black Start Procedures in anticipation of the need to implement the 
procedure. 


3. Receives current generating Station statuses and key plant parameters from the 
DAL. 


4. Requests Activation of on-call generation personnel, plant operators and generating 
station transmission substation operators. 


5. Determines, based on available information, if transmission line patrols shall be 
required to properly assess the transmission system integrity. 


6. Initiates, if necessary, transmission line patrols who report to the DAL If transmission 
line damage is suspected. 


7. Coordinates with the DOSC to provide qualified transmission line patrollers. 
8. Works through the AOUL in requesting, drone, and/or helicopter or fixed wing air 


support. 


5.  Deputy Operations Section Chief 
1. Receives requests from the Public Information Officer (PIO) and/or the Liaison 


Officer (LNO) for news media escorts as needed. 
2. Working through the OSC, informs the PIO of key updates on critical load T&D 


customers. 


6.  T&D System Operations Branch Director 
1. After discussions with the OSC, the TDO will determine if they recommend that 


any/all District Emergency Operations Centers are required. 
2. The OSC will then make the appropriate recommendation to the Incident 


Commander. 


7.  Damage Assessment Unit Leader 
1. Receives damage reports, outage reports, and operational status from sources 


including: 
 Generation facilities through the TDO 
 Field Patrollers 
 Public Information Officer by way of the OSC 
 Police, Fire, and governmental agencies through the LNOs 
 Data form the Planning and Intelligence Section 
 Electronic (SCADA) circuit lockout information both electronically and from 


Field reports 
2. Analyzes the above information and refers to the Emergency Event Classifications to 


determine that the existing classification is appropriate  
3. The TDO shall then make a recommendation to the OSC who shall in turn 


communicate with the IC 


C.  System Restoration Approach  
1. The T&D Systems Operations Branch Director and staff shall coordinate with the Priority 


Restoration Group Branch Director and the Damage Assessment Unit Leader staffs to ensure 







Emergency Response Execution  Procedure 28 


   14 


that the restoration of dangerous conditions and Critical Loads (see Procedure 16, Critical 
Loads) are made priorities when directing the restoration of the Transmission Lines, 
Transmission Substations, Distribution substations, and distribution circuits.   


2. Transmission Lines and Distribution circuits will not be “Tried Back” if they have been de-
energized for more than 24 hours. Once 24 hours has elapsed, the non-fused/breaker, 
portions of the lines or circuits shall be patrolled for damage or hazardous conditions. 


3. Any switching performed on the transmission or distribution system requires prior approval 
by the appropriate designated authority. 


4. Switching will be used whenever possible to isolate any damaged facilities. 
5. If switching is not possible or practicable in the case of physical damage to the facilities employ 


“cut and run” strategy to reenergize as much of the line or circuit as possible without the need 
to repair any facilities. 


6. If the location of the damaged facilities is such that “cut and run” (see glossary) cannot be 
used, repairs will be temporary, and the minimum required to re-energize the line or circuit 
pending permanent repairs. 


7. Permanent repairs will be undertaken before all load is restored only if no other alternative is 
possible. 


8. Temporary repairs will be used to restore transmission and distribution substations unless no 
other alternative is possible to restore substation functionality. 


9. Reenergize critical load in accordance with the Emergency response Plan Annex A and the 
Critical Loads Procedure. 


10. Perform the minimum work required to restore load. Permanent repairs shall only be 
undertaken after all load is restored, unless permanent repairs are a matter of immediate 
public or employee safety and wire sitters, police, or fire personnel are not available to secure 
the area from the public so crews can move to critical load off, damaged, or dangerous 
conditions locations as prioritized by the T&D System Operations Branch Director. 


11. Employ “Cut and Run,” feeding from other undamaged facilities, or other temporary measures 
whenever possible to get load restored as quickly as possible to as many customers as 
possible. 


12. Document all repair work and/or temporary measures and immediately communicate this 
information to the Emergency Operations Center, and the TOC or DOC as appropriate. 


13. All temporary/non-permanent repair work will be noted by the repair crew in writing and a list 
of materials needed to complete permanent repairs completed and forwarded to the Damage 
Assessment Unit Leader to generate a written work order. 


Please refer to page 15 for the System Restoration Approach Flow Chart (Figure 1).  


1.  Restoration Priority Order 
Isolate or eliminate immediate threats to the public from damaged transmission or 
distribution facilities, including Downed wires Priority Levels 1 – 5 (see LUMA Emergency 
Response Plan Annex A Page 38, Table 9).  Then restore Critical load in the following 
order in accordance with ERP Annex A Major Outage Restoration Annex A Page 41 Table 
13) as summarized below. 


1. Critical generation, micro grids, and mini grids 
2. Key transmission lines connecting generation to transmission substations 
3. Transmission substations 
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4. Critical transmission and Distribution Load including hospitals, emergency shelters, 
water systems, communications towers, fire, and police stations (refer to the Major 
Outage Restoration (Annex A) of the ERP, Page 41, Table 13) 


5. Areas with highest number of customers with load off 
6. Individual customers 


D.  Recovery Plan and Emergency Procedure Closeout 
1.  Post Emergency 


1. Patrols, crews, and other personnel shall be immediately reassigned to Transmission 
and Distribution circuit patrolling in the areas affected by the emergency as load is 
restored AND damaged facilities then repaired either temporarily or permanently. 


Figure 1: The System Restoration Approach Flow Chart 
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2. These personnel shall visually inspect all facilities to ensure that no hazards or 
equipment damage has gone unreported.  


3. All findings from these patrols shall be reported to the Damage Assessment Unit 
Leader who shall initiate work orders as appropriate to effect permanent repairs 
AFTER all load is restored.  


2.  Subcenter 
1. Preliminary deactivation shall commence as final field restoration work, post load-off 


patrolling and non-load off hazard work orders are all dispatched to field forces within 
each Subcenter operational area. 


2. Subcenters shall collect and log all work orders that do not require immediate 
dispatching to the field AND transmit that information to the Damage Assessment 
Unit Leader. 


3. Each subcenter shall remain activated until all: 
 Field forces have completed their assigned work. 
 Unused material, and specialized equipment is returned to each Subcenter. 
 Field personnel have completed and handed in all required paperwork. 
 All Field and support personnel connected to the Subcenter are accounted 


for. 


3.  The Operations Section Chief  
1. After discussions with Operations Staff, the Operations Section Chief shall 


recommend to the Incident Commander that the Subcenter(s) be deactivated. Upon 
approval from the Incident Commander, the Subcenter staff personnel shall:  


2. Notify the Material, Supply and Support Coordinator of any material or specialized 
equipment remaining at the Subcenter and determine if it should: 
 Remain in place. 
 Be relocated to another Subcenter. 
 Be relocated to a field crew location for immediate use. 


3. Police the area. 
4. Secure the facility. 
5. Ensure that all required documentation has been transmitted to the Damage 


Assessment Unit Leader. 
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Appendix A - Glossary 
Term Definition 


Cut and Run 


To expedite load restoration to the largest number of customers in the 


shortest possible time crews will remove damaged facilities from the system 


by disconnecting them from the system by cutting, unbolting, or sawing them 


clear from the undamaged facilities. 


Locked Down 


Limiting personnel access to a facility, room, or area to only those persons 


who have an absolute need to be admitted. Access control can be obtained 


either through guards, key access, card access or visual confirmation of 


identity. 


Wire Sitters 


Personnel who are assigned to secure a location where damaged facilities 


could be a safety hazard to the public. Their responsibility is to protect the 


public from those damages facilities until qualified personnel arrive to 


eliminate the hazard. 


Field Patrollers 
Personnel trained in the identification of electrical equipment configurations 


and can recognize facilities that have been damaged. 


Emergency Response 


Organization 


A structured organization with overall identified responsibilities for initial and 


ongoing emergency response and mitigation. 
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Appendix C – Operations Section Organizational Chart 
For the LUMA Emergency Operations Center (LEOC) Operations Section organizational chart, please refer to 
the Emergency Response Plan – Major Outage Restoration Annex (Annex A), Appendix A.  
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1.0 Executive Summary  
This procedure establishes the planning, conduct and critique of Emergency Drills pertaining to the Bulk 


Power System. The procedure establishes a Lead Drill Coordinator to develop Emergency Drill Exercises, 


and provides guidance on planning and conducting emergency drills, and establishing a process for 


identifying and tracking corrective actions based on emergency drill performance. This procedure directly 


ties into the Operations Section Emergency Response Execution Procedure. A robust emergency 


response drill procedure is critically important to exercise the organization to properly respond to a real 


emergency event and respond safely and quickly to minimize adverse impact on customers served by the 


Bulk Power System. 


2.0 Objective/Scope/Roles 


2.1 Objective 


This procedure provides a process to outline how to properly drill System Operation personnel, including 


LUMA certified System Operators, all support staff and facilities regarding emergency response 


procedures and activities. This procedure will prepare System Operators and support personnel for real-


time system emergencies. This procedure will outline how to drill and how to critique a drill to find 


deficiencies and improve upon Emergency Response Procedures. This procedure will be used in 


conjunction with the Operation Section Emergency Response Execution Procedure. 
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2.2 Scope 


This procedure requires all of System Operations to participate in Emergency Drills and to know and 


understand their emergency roles, procedures, and actions to effectively respond to, manage, and restore 


the electrical system. This procedure includes all personnel from System Operation, Generation, 


Transmission, and Distribution and Supporting Organizations. The procedure was written in accordance 


with the LUMA Emergency Response Plan (ERP) and each year a drill will be conducted prior to the 


hurricane season. 


2.3 Roles and Responsibilities 


The System Operations section will lead all emergency drills, script scenarios, and perform after-drill 


critiques. System Operations shall also address deficiencies and actions taken, including procedure 


revisions, to improve procedures, policies or other areas discovered during the emergency drill. All the 


positions below are only for Emergency Events and drills and there will be teams assembled and a 


schedule posted defining Emergency Response roles responsibilities and on-call dates.  


Refer to the Operations Section Emergency Response Execution Procedure for the following roles: 


• Operations Section Chief. 


• Damage Assessment Unit Leader. 


• Personnel Resource Director. 


• Material, Supply and Support Coordinator. 


• Generation and Transmission Branch Director. 
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2.3.1 Lead Drill Coordinator 


• Determines scope of the drill scenario and key competencies to be demonstrated for the drill. 


• Designs drill scenarios that will demonstrate participants’ understanding of the relevant 


procedures, their key roles, and the physical readiness of the LUMA Emergency Operations 


Center (LEOC). 


• Schedules and initiates the drill after discussions with the Electric System Division Manager. 


• Leads participants through the drill scenarios. 


• Leads the post-drill evaluation with all participants and identifies strengths, and opportunities 


observed during the drill. 


• Documents drill results and develops action plans to revise any appropriate procedures, other 


documentation, or modifications to the physical LEOC to reflect learnings from the drill. 


2.3.2 Director System Operations 


• Coordinates with the Lead Drill Coordinator in determining the scheduling of Emergency 


Response Drills. 


• Reviews and approves Post-Drill Action Plans prepared by the Lead Drill Coordinator.  


• Enters Corrective actions from the Post-Drill Action Plan into the Root Cause Corrective Actions 


Log.  


• Monitors and reports on Corrective Action Status as part of Key Performance Indicators. 
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3.0 Procedure  


This drill procedure will include the preparation of a planned Emergency Drill, the actual conduct of the 


drill, the post-drill critique, and the development of corrective action plans based on corrective actions 


identified during the post-drill critique. This procedure is part of the overall LUMA ERP.  LUMA’s goal is to 


provide for the safe, timely and efficient restoration of the electrical service due to all types of 


emergencies including adverse weather conditions, system instabilities, earthquakes, sabotage or other 


emergency situations. 


3.1 Pre-Drill Operations 


• Shall prepare and write or obtain a comprehensive Drill Scenario from the ERP Team to be used for 


each drill.  The scenario shall include realistic events to properly drill each position and exercise all 


aspects of the various roles. 


• Shall coordinate with the Director System Operations and arrive at the timing and the time duration for 


the drill and post-drill critique AND, to the extent possible, keep the exact timing of the drill confidential. 


• Shall inspect the LUMA Emergency Operations Center (LEOC) one week prior to the drill date to 


ensure that it is properly pre-staged for the drill and that all electronic, electrical and physical plant that 


supplies the LEOC is operational AND: record and develop action plans to address any LEOC 


deficiencies in the readiness of the facility. 
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• Shall prepare a detailed Emergency Response Drill that considers and incorporates the following as 


appropriate: 


o Historical Level-1,2 and 3 Emergency Condition Events including damage to the Bulk Power 


system, customers without power trending and restoration progress. 


o Prior emergency drill findings and corrective actions and design drill scenarios that will 


emphasize the extent to which these prior corrective actions have been incorporated into the 


appropriate procedures and are being used. 


o Scenarios for insertion into the drill that could include, but are not limited to: 


 Sudden changes in the weather severity, hurricane, earthquake, tsunami. 


 Simultaneous loss of several transmission lines. 


 Loss of power to a major hospital fed directly from the bulk transmission 


system. 


 Loss of a transmission substation and thus no access to the substation due 


to high water. 


 Upper management’s decision to call in mainland crew support and to set up 


a mainland crew subcenter to include material, lodging, food and LUMA 


guides for the crews. 


 A request by the news media to observe the LEOC in action. 


 Loss of telephone service to the LEOC. 
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3.2 Conducting the Drill 


3.2.1 Lead Drill Coordinator 


• Shall contact the “On-Call” Incident Commander and explain that an emergency drill has now 


started and one or more of the following has occurred: 


o A Level-3 Emergency Condition Event has been declared based on an approaching tropical 


storm. 


o One or more Transmission Substations and/or generation facilities have gone off-line; load has 


been lost to 140,000 customers. 


3.2.2 Incident Commander 


• Shall determine when to activate the LEOC and all LEOC Support Personnel in accordance with 


the Emergency Response On-Call Personnel Schedule. 


3.2.3 Lead Drill Coordinator 
• Shall observe all aspects of the opening and operation of the LEOC. 


• Shall interject addition portions of scenario into the drill as deemed appropriate to observe 


participant adherence to procedures, including communications and information flows within the 


LEOC and to external sources. 


• Shall notify the Incident Commander when the drill is concluded, who shall then notify all other 


drill participants. 
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3.3 Post-Drill Critique 


3.3.1 Lead Drill Coordinator 
• Shall set up and lead the critique meeting and capture key learnings from the participants, 


including organizational strengths, opportunities for improvements, adequacy of the LEOC facility 


and specific procedural changes that need to be made based on the drill experience.  


• Shall develop action plans based on the critique, including responsibilities and timelines for 


action completions. 


• Shall forward the action plan to the Director System Operations for review and action plan 


implementation. 


3.3.2 Director System Operations 
• Reviews and approves the Lead Drill Coordinator Post-Drill Action Plan, including action due 


dates and responsibilities.  


• Notifies Action Item assignees of their action items. 


• Utilizes the Corrective Action Log to track the completion of all corrective action item assigned 


through the Post-Drill Action Plan. 


Note: Refer to Root Cause and Corrective Actions Procedure for additional detail on the Corrective Action 


Log. This to be deleted when it is understood what system for example   Via Libres or something else will 


be used for formal action item tracking within the organization. 


• Monitors on-going status of all action items in the Corrective Action Log and reports on their 


status as part of organizational Key Performance Indicators. 
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Appendix A: Glossary 
Term Definition 


Emergency Condition The term “Emergency Condition” shall mean a condition or situation: (1) that 


in the judgment of the Party making the claim is imminently likely to endanger 


life or property; or (2) that, in the case of LUMA, is imminently likely  to cause 


a material adverse effect on the security of or damage to the LUMA’s System, 


the LUMA’s Interconnection Facilities or the systems of others to which the 


LUMA’s System is directly connected; or (3) that, in the case of the 


Interconnection Customer, is imminently likely to cause a material adverse 


effect on the security of, or damage to, the Generating Facility or the 


Interconnection Customer’s Interconnection Facilities. 


Emergency Response 
On-Call Personnel 
Schedule 
 


This schedule will include a weekly listing of personnel that will be required to 


respond to an emergency condition event and fill the Emergency Response 


Execution Procedure roles. Ideally, there will be at least 4 “Teams” that will 


rotate on a weekly basis. During an extended Emergency Response 


Condition Event the teams will rotate shifts with the On-Call “team” initially 


responding, and then being relieved by the Team that is scheduled for the 


next rotation. 


LEOC  The LUMA Emergency Operation Center is a Phyisical facility and is used 


during Emergency drills and real Emergencies.  


LUMA Emergency 
Response Plan (ERP) 


The plan that provides for the Company’s response, immediate recovery, and 


restoration operations to emergency events efficiently and effectively. The 


goals of the plan are to: 1) protect lives, public health, safety, and property, 


and 2) restore essential services, and 3) to enable and assist with economic 


recovery. 


System Operations Department in LUMA that operates the bulk power system. 
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1.0 Executive Summary  
Resource Adequacy planning is intended to ensure that the bulk power system has the resources 


available to balance supply and demand, considering uncertainties like forced outages, fluctuating load 


and inclement weather. Broadly speaking this analysis shall cover the following time periods: 


• Near term: The next seven days to the next six months planning horizon (the focus of this procedure). 


• Mid-term: The next six months through the next five years, with primary focus on three to five years 


planning horizon (required as part of the Transmission & Distribution O&M Agreement). 


• Long-term: The next 10–20 years planning horizon (to be integrated with next Integrated Resource 


Plan (IRP) cycle). 


2.0 Objective/Scope/Roles 


2.1 Objective 


The objective of the Resource Adequacy Planning procedure is to define a standardized approach and 


methodology to how Resource Adequacy Planning is conducted and how this information is reported to 


PREB and other stakeholder groups. 
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2.2 Scope 


This procedure defines who is responsible for near-term, Resource Adequacy Planning. This is especially 


important for the summer period when system demand reaches its annual peak. Mid-term and long-term 


resource adequacy planning are addressed as part of the IRP (Integrated Resource Plan). This procedure 


also defines how the different time perspectives are coordinated to support the IRP process, which shall 


be conducted by the Regulatory department and is outside the scope of this procedure. 


This Resource Adequacy Planning procedure includes the following areas: 


• Quality Check of Inputs Identified in Energy Dispatch, Scheduling and Merit Order procedure. 


• Identification of Recurring Resource Adequacy Issues. 


• Development of Near-Term Resource Adequacy Analysis. 


• Reporting. 


• Inputs to Mid- and Long-Term Resource Adequacy Analysis. 


• Interface with other System Operating Procedures. 


 


2.3 Roles and Responsibilities 


Director Systems Operations shall consult with representatives from Regulatory and Finance 


departments to define how near-term, mid-term and long-term planning tasks are coordinated.  


2.3.1 Director System Operations 


Director Systems Operations shall be responsible for most tasks associated with short-term Resource 


Adequacy monitoring and reporting. Director Systems Operations shall also support the Regulatory 


department for topics related to mid-term and long-term resource adequacy. 
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2.3.2 Manager, Supply Contracts Administration (Regulatory Department) 


The Manager, Supply Contracts Administration is responsible for development of the annual Resource 


Adequacy reports to the PREB, as well as working within Regulatory Department with appropriate parties 


responsible for long-term Resource Adequacy issues to be addressed in the IRP process. In addition, the 


Manager, Supply Contracts Administration shall provide support to System operations as needed on 


short term Resource Adequacy analysis. 


2.3.3 Finance Department  


The Finance Department shall be involved with financial-related elements of Resource Adequacy 


planning and analysis as it might affect capital budgets, or financial forecasts and models. 
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3.0 Procedure  


3.1 Quality Check 


The Energy Dispatch, Scheduling and Merit Order procedure sets forth the requirements for the 


preparation of a Dispatch Schedule. System Operations shall perform a quality check of the inputs 


identified in that procedure and define the data required for its quality check, and next-quarter and next-


season resource adequacy analysis, including identifying input sources and format for such data. 


The Director Systems Operations shall perform a quality check of the inputs identified in the Energy 


Dispatch Scheduling and Merit Order procedure with specific focus on the following inputs: 


• Daily and short-term load forecast. 


• Transmission system status, capacity, and outages. 


• Generation and other resources status, capacity, and outages for all Interconnected Facilities. 


Outage Planning Supervisor shall also perform error and trend analysis for these inputs to provide 


feedback that results in improvements and work those results from these inputs. 


3.2 Identification of Recurring Resource Adequacy Issues 


Manager Energy Management shall identify recurring and longer-term resource adequacy issues and 


propose appropriate remedial actions. Such actions could impact one of more of the following areas: 


• Data inputs. 


• Work-product processes. 


• Operations. 
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3.2.1 Near-Term Resource Adequacy 


In order to provide focus on the time horizon beyond the next two days, Manager Energy Management 


Support shall develop a near-term analysis taking the following inputs and factors into account. For the 


next two-quarter analysis, scenario and probabilistic analysis must be incorporated. 


• Load forecast adjusted as necessary to reflect currently available seasonal weather forecasts. 


• Available generation resources, adjusted to reflect all planned outages and appropriate forced outage 


rates, including any demand response programs approved for addition. 


• The availability and price forecast for generation resource fuels (natural gas, diesel, and fuel oil). 


• Available transmission capacity, adjusted to take planned transmission outages into account. 


• Ongoing maintenance issues and concerns related to generation resources and the transmission 


system that could give rise to a maintenance outage over the analysis period. 


• Planned additions to resource portfolio. 


• Planned additions or upgrades to transmission system. 


3.2.2 Reporting 


Manager Energy Management shall develop and maintain reports for the work items above and distribute 


these reports to Regulatory, Finance and other departments as appropriate. 
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3.3 Inputs to Mid- and Long-Term Resource Adequacy Planning 


The work identified and performed in accordance with this procedure shall also be used as inputs to the 


resource adequacy work identified in §5.13(d)(iii) of the Puerto Rico Transmission and Distribution 


System Operation and Maintenance Agreement dated June 20, 2020, and the work performed as part of 


future IRPs; however, that latter work is outside the scope of this procedure.  


3.4 Interface with other System Operating Procedures 


While performing its work in accordance with this procedure, the Control Center Support Manager shall 


be mindful of interactions and interfaces with other System Operation procedures and propose 


amendments and modifications where required.  
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Appendix A: Glossary 
Term Definition 


Integrated Resource 
Plan (IRP)  


The IRP, is a plan developed by PREPA comprising a specific period of time, 


focused on ensuring the development of the electric power system in Puerto 


Rico, as well as reliability improvement, efficiency and transparency of the 


system. In this case, the IRP plan will take into account all the reasonable 


resources to satisfy the demand for electric power services during a twenty 


(20)-year period. 
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1.0 Executive Summary  


This procedure defines the preparatory steps necessary to retire existing Interconnected Facilities 


including proper scheduling, and notifications in accordance with prudent utility practices and the 


Integrated Resource Plan to safeguard the viability of the Bulk Power System while complying 


with the laws of Puerto Rico and the IRP. 


2.0 Objective/Scope/Roles 


2.1 Objective 


Management of Interconnected Facility retirements and the transition to replacement resources. 


This procedure provides the steps to execute the complex process and coordination between 


System Operations and resource planners as well as market operators and regulators. 


This procedure defines the required data, interfaces with stakeholders and integration of the 


intended shut down of an existing Interconnected Facility with system load forecasts.  This 


procedure addresses the required studies that assess the impact to the bulk power system of 


such retirements.   


2.2 Scope 


This Procedure defines the steps and timeline for the LUMA Bulk Power System 


(BPS)Interconnected Facility retirement process.    
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2.3 Roles and Responsibilities 


The following are key roles for the request submission and approval of Interconnected Facility 


retirements.  


2.3.1 Lead Engineer Energy Planning (LEEP) 


The LEEP is responsible for directing the Lead Engineer Energy Balancing (LEEB) and the 


Engineer, Energy Planning (EEP) to conduct the studies necessary to implement this procedure 


2.3.2 Manager, Energy Management (MEM) 


The (MEM) is responsible for reviewing all studies for plant retirement and coordinating the 


results with the Manager, Control Center Operations (MCCO) to implement this procedure. 


2.3.3 Manager Control Center Operations (MCCO) 


The MCCO is responsible to disseminate all proposed plant retirement information to 


transmission operators and coordinate final implementation of this procedure. 
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3.0 Procedure  


Follow the steps below to retire a facility from the BPS. 


3.1 Plant Retirement Worksheet 


The Interconnected Facility Owner shall complete the Plant Retirement Worksheet (see Appendix 


B) no less than 2-years in advance of the planned retirement date (see Appendix C, Plant 


Retirement Flow Chart). 


3.1.1  Notice 
An Interconnected Facility Owner, or designated agent, who wishes to retire a unit from LUMA 


operations must initiate a retirement request in writing to the Manager, Energy Management no 


less than 2-years in advance of the planned retirement date.  


3.1.2 Black Start Owners 
Owners of Black Start resources shall also be required to provide no less than 2-years’ advanced 


notice in writing to the MEM.  


3.1.3 LUMA Regulatory 
LUMA Regulatory Department shall notify LUMA Planning of the request received from the 


Interconnected Facility Owner or designated agent and initiate preliminary analysis of the 


request. 


3.1.4 LUMA’s Energy Management Department  
LUMA’s Energy Management Department shall perform an initial analysis of the request. 


3.1.5 Summer Peak Analysis 
LUMA Planning shall perform standard analysis for the affected summer peaks.  
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3.1.6 Maintenance Considerations 
LUMA’s Energy Management Department shall also identify maintenance and appropriate 


sensitivity analyses to be performed. 


3.1.7 System Impact Analysis 
LUMA’s Energy Management Department shall review planned system reserve levels and 


conduct appropriate system impact analysis.  


3.2 No Reliability Issue Identified 


3.2.1 No Reliability Issues Identified 
If the MEM concludes that there are no reliability issues identified in section 3.1, the 


Interconnected Facility can retire as soon as practical, and a date is agreed upon and 


communicated to the Director of System Operations (DSO). MEM shall keep LUMA Regulatory 


department informed of communications with Interconnected Facility Owners. 


3.2.2 Black Start Considerations 
If the unit is a Black Start resource, MEM shall identify feasible alternative sites, and shall 


communicate the retirement impact to the (DSO).  


3.3 Reliability Issue Identified 


3.3.1 Reliability Issue 
LUMA shall notify the Interconnected Facility Owner, or its designated agent, within 30 days of 


the original retirement request if a reliability issue has been identified. This notice shall include 


the specific reliability impact resulting from the proposed retirement of the unit, as well as an initial 


estimate of the period of time it will take to complete the Transmission upgrades necessary to 


alleviate reliability impact. MEM shall keep LUMA Regulatory department informed of 


communications with Interconnected Facility Owners. 
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3.3.2 Repair Timeline 
If repairs would be required to keep or return the unit to operation, the Interconnected Facility 


Owner or designated agent, shall provide LUMA with an updated estimate of the period of time 


within 60 days of the original retirement request. The MEM shall refer cost indications to the 


LUMA Regulatory department. The outage request shall comply with the Scheduled Outage 


Procedure. 


3.3.3 Time to Complete 
LUMA shall provide an updated estimate of the period of time it will take to complete the 


Transmission upgrades necessary to alleviate reliability impact within 75 days of the original 


retirement request. 


3.3.4 LUMA Approval 
LUMA shall submit a recommendation to the PREB to utilize the Unit as a Reliability Must Run 


(RMR) Unit indicating the period of time would the RMR services would be required. 


LUMA’s submittal to PREB shall include economic justification related to the RMR classification 


and define the system impacts and replacement resources for each case submitted to PREB 


Upon PREB’s concurrence, LUMA shall inform the Interconnected Facility Owner, or designated 


agent, the full details of the transmission upgrades that shall be required of the Interconnected 


Facility as a pre-requisite to allow the unit to retire.  Such communication shall be provided within 


90 days of original retirement request. 


3.3.5 Black Start Considerations 
If the unit is a Black Start resource, Manager Energy Management shall identify feasible 


alternative sites, and shall communicate the retirement impact to the Director of System 


Operations and to the Regulatory Department. 
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3.4 Economic or Congestion Impact Identified 


3.4.1 Congestion Risk 
The Interconnected Facility shall be retired as soon as practicable, if LUMA identifies no 


economic or congestion impact (e.g., potential for additional congestion due to the retirement). 


Communication of the retirement date shall be shared with all stakeholders. 


3.4.2 Request to Operate Costs 
If the request for retirement is not feasible due to BPS constraints, and that the LUMA Regulatory 


department has obtained necessary approvals or waivers from regulatory bodies, the MEM shall 


request that the facility operate past its desired retirement date.  The MEM shall review cost 


calculations with LUMA Regulatory department and a contractual agreement which embodies the 


extension’s terms and conditions shall be negotiated with the Interconnected Facility Owner by 


the Regulatory Department.  


LUMA’s shall submit the extension terms and conditions to PREB including economic justification 


related to the RMR classification and replacement resources for each case submitted to PREB. 


3.4.3 Black Start Considerations 
If the unit is a Black Start resource, Manager Energy Management shall identify feasible 


alternative facilities capable of providing Black Start capability (if any) and shall communicate the 


retirement impact to the Director of System Operations and to the Regulatory Department.  
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Appendix A: Glossary 
Term Definition 


Reliability Must Run 


(RMR) 


A generating unit that is slated to be retired by its owners but is needed to be 


available for reasons of reliability. Typically, it is requested to remain 


operational beyond its proposed retirement date until additional resources or 


other system upgrades are completed. 
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Appendix B: Plant Retirement Worksheet 
 


 


OPERATIONAL PLANT RETIREMENT REQUEST FORM 
                    


  Technology: BOILER     
                    


Seller provides the following information: 
                    
Filing Date:                
Generating Unit Name: Aguirre 1   


                    
Nameplate Capacity 


Nameplate Capacity (MW):           
    450.00             


Plant Reitrement Notification Data 


Retirement Request Date 
(minimum 2 years)   


  
        


Retired or Mothballed             


Project Investment 
necessary to continue 


Operations   
  


        
Plant Retirement Capabolity Data 


Minimum Load, PMin (MW): 
250
.00         


PMax (MW): 
350
.00         


AGC Available Yes          
Regulation Up MW           


Regulation Down MW           
Spinning Reserve MW           
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Appendix C: Plant Retirement Flow Chart 
 


 


 


 


  


Generator Deactivation Flow Chart 


Generation Owner 
makes Deactivation 
Request to LUMA 


Transmission within 2 
years of proposed 
Deactivation Date 


Any Reliability 
concern identified? 


Any 
congestion 
concerns? 


Generation Owner 
notified that unit 
could retire 


LUMA Planning initiates 
reliability assessment 


analysis 


LUMA Transmission 
notifies LUMA Planning 


Generation Owner 
will notify LUMA 
within 60 days of 
Original 
Deactivation 
Request and 
provide updated 
estimate of 
investment amount 
and outage time 
required to complete 


LUMA will notify Owner within 
75 days of Original Deactivation 
Request of revised estimate of 
timeframe for continued 
operation 


LUMA will notify Generation 
Owner within 30 days of 


Original Deactivation 
Request of specific 


reliability impact an initial 
estimate of timeframe for 


  


Refer concerns to LUMA 
Planning  


Yes 


No 


LUMA will notify Generation 
Owner within 90 days of 
Original Deactivation Request 
of the full details of transmission 
upgrade that is required for 
deactivation 


No 


Yes 
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1.0 Executive Summary  
This procedure defines the steps and requirements to set the demarcation plan for transmission 


and legacy generation units and specifies the delivery point where the care and custody of the 


electrical output of the PREPA Legacy units is defined and conveyed to the Bulk Power System. 


Further, this procedure defines the process which will be used to develop an agreement to 


operate and maintain certain transmission and generation assets associated with the 


demarcation.    


2.0 Objectives/Scope/Roles 


2.1 Objective  


This procedure defines the process steps and the electrical and physical requirements to identify 


the demarcation point for each legacy power plant. 


2.2 Scope 


This Procedure only applies to existing PREPA Legacy units that are interconnected to the Bulk 


Power System and contains the requirements for the Transmission and Generation (T&G) 


demarcation and metering.  See Appendix B for a list of facilities.  


A team comprised of LUMA and PREPA representatives has been assembled and will implement 


the steps of this procedure immediately after commencement as described further in this 


document as Appendix D.   
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2.3 Roles 


A team has been assembled from LUMA and PREPA to perform the tasks in this procedure. The 


roles will be as follows: 


 Demarcation Project Manager (DPM) shall represent LUMA and shall coordinate all activities 


and deliverables. 


 An Engineer/Manager from System Operations shall ensure validity and safety of operations 


and assess the impact of demarcation-related tasks. 


 Regulatory support staff to ensure the Interconnection Agreement, Operating Agreement and 


Plant Level communications are in place and to coordinate any required changes due to the 


demarcation efforts. 


 Substation and meter technicians to assist the lead personnel to perform site visits, prepare 


assessments as well as perform tasks related to demarcation.  


 Each Generation Plant Manager or their designated representative shall coordinate physical 


access and inspection of facilities. They are also responsible to approve all related plant 


modifications. 
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3.0 Procedure  
3.1 General Requirements 


3.1.1 Site Visits 


LUMA’s DPM has performed site visits and surveys for each power plant and reviewed the 


demarcation, the shared equipment and prepare work specifications for each power plant with 


plant personnel. 


3.1.2 High-Accuracy Metering 


LUMA shall install high-accuracy metering at each of the legacy power plant units. The 


documentation shall include a review of the existing current transformers (CTs) and potential 


transformers (PTs) and determine if they need to be replaced.   


3.1.3 Equipment Labelling 


LUMA shall physically tag or color-code all transmission equipment affected by this procedure. 


3.1.4 Remote-control Interface 


LUMA shall evaluate the need to add a new control cabinet close to the existing legacy plant 


Remote Terminal Unit (RTU) cabinet to facilitate a remote-control interface with Supervisory 


Control and Data Acquisition (SCADA) system. 


3.1.5 Demarcation Work Specifications 


The team shall define the scope and specifications for engineering, design, procurement, and 


installation required.  
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3.2 Access  


Genco shall grant unlimited and unrestricted access to LUMA and its personnel, contractors and 


third parties to perform the necessary works to install new metering, control, protection, and relay 


equipment facilitating the T&G demarcation and metering outlined in this procedure. LUMA shall  


make reasonable efforts to schedule and manage the work with Genco to not affect the Genco 


generating facilities’ operation. 
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Appendix A: Glossary 
Prudent Utility 
Practice 


Refers to those practices, methods, and acts, that are commonly used 


by a significant portion of the geothermal powered electric generation 


industry in prudent engineering and operations to design and operate 


electric equipment (including geothermal powered facilities) lawfully 


and with safety, dependability, reliability, efficiency, and economy. Each 


may be amended from time to time, and all applicable Requirements of 


Law. 


GRIDCO An entity, which may be directly or indirectly owned by PREPA Holdco 


or an Affiliate of PREPA Holdco, that may acquire or obtain ownership 


of the T&D System after any potential reorganization of PREPA Holdco 


and to which PREPA Holdco may assign certain of its rights and 


obligations. 


GENCO A public limited liability company and governmental instrumentality of 


the Commonwealth of Puerto Rico, created by Act No. 164 of 


the Legislative Assembly of Puerto Rico, enacted on December 16, 


2009, as amended, known as the “Puerto Rico General Corporations 


Act” 
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Appendix B: Legacy Power Plants and Units 
Under this Procedure  


Number Facility Name Units 


1 Aguirre Power Plant ST 1 


  ST 2 


  CC STAG 1 


  CC STAG 2 


  ESST ST 1 & 2 


2 Cambalache Power Plant Unit 1 


  Unit 2 


  Unit 3 


3 Costa Sur Power Plant ST 5 


  ST 6 


  ESST for Unit 5 


  ESST for Unit 6 


  Unit 3 


  Unit 4 


  ESSTs for Units 3 & 4 


  ESSTs for Units 1 & 2 


4 Palo Seco Power Plant ST 1 


  ST 2/ ST-2 connected units 


  ST 3 


  ST 4 


  CT 1-1 & 1-2 


  CT 2-1 & 2-2 


  CT 3-1 & 3-2 


  ESST 1-2 


  ESST 3-4 


5 Mayaguez Power Plant T 1/2 


  T 3 


  T 4 


  ESST 


6 San Juan Power Plant ST 7 


  ST 8 
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Number Facility Name Units 


  ST 9 


  ST 10 


  CC  5 (GT & ST) 


  CC  6 (GT & ST) 


  ESST Units 5 & 6 


  ESST ST 7 & 8 


  ESST ST 9 & 10 


Peakers Facility Name Units 


1 Daguao Unit 1 


  Unit 2 


2 Jobos Unit 1 


  Unit 2 


3 Yabucoa Unit 1 


  Unit 2 


4 Vega Baja Unit 1 


  Unit 2 


5 Vieques Unit 1 


  Unit 2 


6 Culebra Unit 1 


  Unit 2 


  Unit 3 


Hydro Facility Name Units 


10.5 Toro Negro Unit 1-1 


  Unit 1-2 


  Unit 1-3 


  Unit 1-4 


  Unit 2 


2 Yauco Unit 1 


  Unit 2-1 


  Unit 2-2 


3 Garzas Unit 1-1 


  Unit 1-2 


  Unit 2 
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Number Facility Name Units 


4 Caonilas Unit 1-1 


  Unit 1-2 


  Unit 2 


5 Dos Bocas Unit 1 


  Unit 2 


  Unit 3 


6 Patilla Unit 1-1 


  Unit 1-2 


7 Rio Blanco Unit 1 


  Unit 2 
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Appendix C: Procedure Cross-Reference  
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Appendix D: Demarcation Plan 
1. Objectives/Scope/Roles 


1.1. Objective 
This document defines the steps and the requirements to facilitate the demarcation for the 
PREPA legacy power plants. The demarcation plan includes description of the ultimate plant and 
unit specific Transmission-Generation (T-G) demarcation points, the tasks required to identify and 
tag critical GenCo/GridCo assets, existing metering status review and metering upgrade plans, 
review of protection, control and telecommunication infrastructure, and other plant/ unit specific 
equipment and systems, as deemed appropriate or necessary. 


1.2. Scope 
The Transmission and Generation (T&G) demarcation plan ONLY applies to existing PREPA 
GenCo Generating Facilities that are already interconnected to GridCo (LUMA) in Puerto Rico. 
See Appendix A for a list of GenCo plants/units that are in scope for this document. 


This document follows the terms contained within the GenCo-GridCo Operating Agreement 
(GGOA) between the GenCo (PREPA generation facility) and LUMA (GridCo). 


1.3. Methodology 
During pre-commencement phase of LUMA, Sargent and Lundy (S&L) carried out a detailed 
investigation regarding the transmission and generation demarcation of PREPA legacy power 
plants. Upon site visits and discussions with PREPA and LUMA, S&L prepared a report detailing 
the demarcation points per plant/ unit. Additional recommendations were made regarding site 
access and security protocols, metering, control, protection and telecommunications. The report 
was reviewed both by PREPA and LUMA. Subsequently, a LUMA demarcation team has been 
formed and during July and August 2021, the team has performed subsequent site visits, 
inspected for the generation facilities and met with the plant managers and the plant’s 
engineering staff to discuss and prepared a plant/ unit specific demarcation plan, as captured in 
this document. The plan presented in this document can be deemed as ‘Phase 1’ of the overall 
demarcation effort. Findings and progress in Phase 1 will serve as a basis for any follow-on 
demarcation activities. 


1.4. Responsible Parties 
The T&G Demarcation/ Interconnection team from GridCo (LUMA) is primarily composed of the 
T-G Demarcation Lead and LUMA staff from asset management and system operations. The 
Demarcation team from the GenCo (PREPA power plant) includes the Plant Manager, a 
Generator Facility Operator (GFO) or equivalent, who communicates with LUMA personnel to 
implement the plan and a Plant Operating Engineer, who provides responses to technical 
questions. 
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Company Title Phone Email 


LUMA/ GridCo Program Manager, T-G 
Demarcation 


  


LUMA/ GridCo Program Manager, 
Capital Programs 


  
 


LUMA/ GridCo Engineer TBD TBD 


GenCo Plant Manager TBD TBD 


GenCo Generator Facility 
Operator (GFO) 


TBD TBD 


GenCo Plant Operating 
Engineer 


TBD TBD 


 


2.  Demarcation Plan 
2.1. Demarcation Team: 


LUMA shall designate specific lead personnel and a supporting task force (comprised of 
Regulatory support, System Operations, substation and meter technicians, and asset 
management) who will ensure the steps of the T&G Demarcation Plan is being followed. GenCo 
shall designate engineers and operators who shall provide necessary information and review the 
demarcation tasks orders. 


2.2. Site Visits:  


LUMA shall perform site visits and surveys for each power plant to review the demarcation plan, 
the shared equipment and prepare work specifications per power plant.  


2.3. Metering Upgrade: LUMA shall review the existing Legacy Power Plants’ generating units 
meters and replace with high-accuracy meters along with the appropriate communication 
schemes with the system operator while utilizing the existing meter wiring to the best possible. 
LUMA shall document the replacement of existing metering with high-frequency metering at each 
of the legacy power plant units. The documentation shall include a review of the existing CTs and 
PTs and outline if there is a need to replace them.   


2.4. Transmission and Shared Asset Identification, Maintenance and Operation: GenCo and 
LUMA shall maintain a list of (a) Transmission assets (serves only GridCo functions) and (b) 
shared equipment (may serve both GridCo and GenCo) that exist within the legacy power plants’ 
physical boundaries. For both asset classes, Prudent Utility Practice shall be followed by both 
parties to ensure safe and reliable operation of the grid. Both parties shall evaluate the need for 
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and develop shared operating and maintenance arrangements on a case by case basis. For ease 
of operation and maintenance, LUMA shall physically tag or color all transmission equipment 
existing within the legacy power plants’ physical boundaries. Work completed through further T-G 
Demarcation efforts may require updating the shared equipment list.  


2.5. Physical/ Electrical/ Control Separation of GridCo Assets: LUMA shall evaluate the 
potential need to add a new control cabinet close to the existing legacy plant RTU cabinet to 
facilitate a remote-control interface as part of the transmission of SCADA. LUMA shall evaluate 
the need to physically relocate assets that serve GridCo functionalities. LUMA shall document the 
design, communicate any potential impacts and submit work orders to be reviewed by GenCo 
personnel.  


2.6. Work Orders, Authorization and Contracts: LUMA shall submit a Work Order Form (see 
Appendix) to GenCo for Legacy Power Plant. GenCo shall review the Form and provide 
comments/questions within a two-week timeframe. Luma and GenCo shall agree/ disagree to 
proceed with the tasks specified in the Form within four weeks of the submittal date. LUMA shall 
issue an RFP for engineering, design, procurement, and installation and subsequently assign 
employees or select a third-party contractor(s) for completing the required demarcation tasks. 
The completed tasks are then to be documented and any direct/implied changes to the Shared 
Equipment List, Operating Agreement and Plant Level Agreement must be reported by writing. 


 


3. Provisions  
3.1  


GenCo shall grant unlimited and unrestricted access to LUMA and its personnel, contractors and 
third parties to perform the necessary works to install new metering, control, protection and relay 
equipment facilitating the T&G demarcation and metering outlined in this Demarcation Plan. 
LUMA shall make reasonable efforts to schedule and manage the works with GenCo to not affect 
the GenCo Generating Facilities operation. 


3.2  Disputes  


The Parties shall attempt to resolve all disputes arising out of the T&G demarcation and Metering 
process according to the provisions outlined in the GGOA.  


3.3 Confidentiality  


Confidential Information shall mean any confidential and/or proprietary information provided by 
one Party to the other Party that is clearly marked or otherwise designated "Confidential." For 
purposes of this Procedure, all design, operating specifications, and metering data provided by 
the Interconnection Customer shall be deemed Confidential Information regardless of whether it 
is clearly marked or otherwise designated as such. The Parties shall maintain confidentiality and 
refer to the GGOA for clarifications on scope and best practices. 
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1.0 Executive Summary  


The Interconnected Facilities Capability procedure is a tool utilized by the LUMA Systems 


Operations that requires the Interconnected Facilities to communicate their specific performance 


and capabilities on a regular basis. System Operations shall use the following characteristics to 


prioritize and properly dispatch generating assets based on varying load and system conditions: 


· Cost to operate 


· Heat rate  


· Start-up time 


· Start-up costs 


· Ramp rates  


· Limitations on start 


· Maximum available output 


· Regulation capability 


The communication of this data helps the System Operator prioritize the dispatching of 


generating assets based on multiple priorities. The goal is that the Generation Company Facility 


Operator operates each generation unit based on the priorities of the Transmission Operator. 
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2.0 Objective/Scope/Roles 


2.1 Objective 


This Interconnected Facilities Capabilities Procedure provides a framework for the Generation 


Facility Operator to provide accurate information regarding the performance capabilities of the 


Interconnected Facilities that is verifiable based on standard tests. These Procedures also 


establish the requirements by which periodic and real-time capability data shall be transmitted to 


LUMA Energy, LLC (Systems Operations), in a clear and concise manner, as well as the 


guidelines by which capability and operating data shall be documented and exchanged between 


Generator Facility Operator and Systems Operations.  


2.2 Scope 


This procedure shall outline the data requirements for each interconnected facility and  each 


corresponding Generator Facility Operator shall provide to Systems Operations, a brief non-


exhaustive sample description of these generation sites as provided in Appendix B – Legacy of 


Generation Assets or Interconnected Facilities which shall be periodically updated by the 


Generator Facility Operator and supplied to the Senior Shift Engineer per the procedure. 


2.3 Roles and Responsibilities 


2.3.1 Manager Control Center Operations (MCCO) 


MCCO is responsible for the oversight of the Reserve Policies for System Operator. 


2.3.2 Manager Control System Support (MCCS) 


The Manager Control System Support is responsible for setting and justifying reserves 


requirements in and implementing the Reserve Policies. 
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2.3.3 Senior Shift Engineer (SSE)  


The SSE is responsible for: 


Appendix A: The overall operation of the Bulk Power System (BPS) and works directly with the SSE 


and TO’s to manage the overall technical operation of all interconnected facilities in a real-


time setting.  


Appendix B: The operation of both the Transmission Operations Center (TOC) in Monacillo and the 


Ponce control centers.  


Appendix C: Supervisor of the SSE and the TO during the course of the shift.  


Appendix D: Receiving and disseminating information received by the GFO under this procedure.  


2.3.4 Senior Transmission Operator (STO)  


The STO is responsible for: 


Appendix E: The routing and balance of real and reactive power through the 230/115kV transmission 


lines and working with the SSE to jointly manage energy needs.  


Appendix F: Coordinating with the SSE regarding frequency regulation, transmission flows and the 


current state of outages and recall times for assets and interacts with SSE.  


2.3.5 Transmission Operator (TO)  


The TO is responsible for: 


Appendix G: The routing and balance of real and reactive power through the 38 kV transmission 


lines and working with the SSE to jointly manage energy needs.  


Appendix H: Coordinating with the SSE regarding frequency regulation, transmission flows and the 


current state of outages and recall times for assets and interacts with SSE.  


2.3.6 Generation Facility Operator (GFO) 


The main Plant contact at the generation facility The GFO is responsible for communicating with 


System Operations in accordance with these procedures to allow System Operations personnel 


to safely implement these procedures.  
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3.0 Procedure 


• This Procedure defines the data, testing, reporting cycles and methods related to 


the generator capabilities of the Interconnected Facilities to be communicated by 


the GFO to the System Operator, including: 


• Identifying generator capability data required by Systems Operations.  


• Testing procedures required to validate generator capability data. 


• Methods and timing for reporting generator capability data.  


• Critical informational reporting during Interconnected Facilities outages.  


• The process illustrates in detail how to complete each of these functions to allow 


System Operations to safely, reliably and economically operate the Transmission 


System and dispatch available generation resources.  


3.1 Data 


This section defines the methods and practices related to specific data, the transmittal and 


regularity of data transmittals, and communication of any operational capability changes. 


3.1.1 Initial Operating Capabilities 


At the beginning of each scheduled shift, the GFO shall provide the SSE the operating 


capabilities of each Generation Unit at each Interconnected Facility for each operating Generation 


Unit on a current basis via the applicable form titled Generation Capability Checklist (Appendix 


D). 
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3.1.2 Exchange Information 


The GFO and SSE shall promptly exchange all information relating to any change in 


Interconnected Facility operational condition that affects (or could affect) the operating capability 


of any Interconnected Facility. This information shall be reported via documented phone contact 


upon stabilizing the Interconnected Facility’s operation. 


3.1.3 Maintain the Data Link 


In addition to SCADA real-time data, the GFO shall maintain and be responsible for the PI Server 


at each Interconnected Facility and shall maintain the data link to a central location identified by 


System Operator, currently located at the Santurce Puerto Rico, offices. 


3.1.4 Alarm State Notification 


The GFO shall provide data that is to be inputted to the Supervisory Control and Data Acquisition 


(SCADA) system via the RTUs and shall communicate with the SE to confirm alarm status at the 


Interconnected Facility after an alarm has been acknowledged by the SE. This communication 


currently is provided by phone and entered by the SE at the TOC. This procedure requires the 


forms contained within these Procedures to be completed by the GFO and SE and electronically 


submitted to the SE at the beginning of each shift. 


3.1.5 Data Transmission Policy 


The GFO shall correct any problems associated with the failure of data-transmission equipment 


within 30 days, in the event of further delay, the interconnected facility shall be deemed 


unavailable. 
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3.1.6 Data Communication Outage 


The GFO shall communicate the outage of any data communication equipment connecting an 


Interconnected Facility to the Transmission System in accordance with the following 


requirements: 


• Each Interconnected Facility shall be assigned to one of the District Operating Centers 


(DOC) as its primary contact unless arrangements are made to communicate information 


directly to the SE.  


• The GFO shall request in writing any need for planned or maintenance outage of data 


communication equipment. 
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3.2 Testing 


Annual Plant Performance Tests of the Interconnected Facilities shall be conducted to support 


System Operations need to plan for resource adequacy, system load forecasts and real-time 


dispatch. The GFO shall conduct a Plant Performance Test annually or otherwise as may be 


reasonably requested by System Operator to provide System Operator with a completed 


Generation Capacity Checklist (Appendix D). 


3.2.1 Unit Reactive Capability Reserve 


To maintain adequate transmission system control, the System Operator must have: 


• Generation asset data that reflects the true amount of MVAR reserves available at 


each point in time. 


• The realistic usable reactive output that a generating unit is capable of delivering to 


the system Interconnection and sustaining over the steady state operating range of 


the unit –vs‐ “D”‐curve theoretical capability for the unit. 


This data, provided through periodic coordinated unit testing with the System Operator, 


ensures safeguards that preclude system reliability problems including voltage collapse. The 


results of each test are compiled by the Interconnected Facility and submitted to the System 


Operator. 


Testing shall be conducted: 


• For baseline measurement.  


• Any time the Interconnected Facility Unit capability has been modified. 
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3.2.2 Methods and Timing 


Changes in Communication methods and timing may be required in the event of: 


• Planned Outage 


• Maintenance Outage 


• Forced Outage 


• Generating Unit Reactive Capability Reporting 
 


3.2.3 Planned Outage 


A Planned Outage is the scheduled removal from service, in whole or in part, of a Generating Unit 


for inspection, maintenance, or repair with the approval of the System Operations in accordance 


with the Outage Execution and Closeout Procedure.  


• The GFO shall provide the System Operator with written notice of its intent at least thirty 


(30) days prior to performing planned maintenance to any Interconnected Facilities. 


• All Planned Outages shall comply with the Outage Execution and Closeout Procedure. 


3.2.4 Maintenance Outage 


A Maintenance Outage is the scheduled removal from service, in whole, or in part, of a 


Generating Unit to perform necessary repairs on specific components of the Interconnected 


Facility with the approval of System Operations. A Maintenance Outage is an outage that may be 


deferred beyond the next weekend but requires that the Capacity Resource be removed from 


service before the next Planned Outage. Characteristically, Maintenance Outages may occur 


throughout the year, have flexible start dates, are much shorter than Planned Outages, and have 


a predetermined duration established at the start of the outage. The duration of Maintenance 


Outages is normally limited during the peak period season. All Maintenance Outages shall 


comply with the Outage Execution and Closeout Procedure. 
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3.2.5 Forced Outage 


A Forced Outage is an eminent failure or immediate reduction in output or capacity or removal 


from service, in whole or in part, of a Generating Unit by reason of an emergency or threatened 


emergency, unanticipated failure, or other cause beyond the control of the owner or operator of 


the Interconnected Facility. The GFO may not remove any equipment from service without prior 


notification to SSE, except in the case where equipment must be disconnected to prevent injury 


to personnel or damage to equipment. All Forced Outages shall be documented in accordance 


with the Forced Outage Procedure and Outage Execution and Closeout Procedure. 


However, if the GFO has any advanced knowledge of a Forced Outage, the GFO shall notify the 


SSE with as much lead-time as practical. For reliability reasons, the GFO shall notify the SSE of 


the following as soon as reasonably possible: 


• The starting time of the Forced Outage. 


• The energy reduction resulting (or expected to result) from the Forced Outage. 


• The expected estimated time for the equipment incurring the Forced Outage to return to 


service. 


• The estimated time until the Generation Unit is returned to service. 


• The reason for the Forced Outage. 


• Equipment failures causing a reduction in plant capacity. 
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3.2.6 Generating Unit Reactive Capability Reporting 


Generating Unit reactive power is a primary method of providing voltage support for the System 


Operator. A lack of deliverable Generating Unit reactive power, which is relied upon to be 


available based on reported reactive Capability, can result in Transmission System reliability 


problems including voltage collapse. Proper reporting can result in controlled measures, such as 


generation adjustment in lieu of unanticipated load shedding to address inadequate reactive 


power reserves.  


The GFO shall notify SSE as soon as practical, but within thirty (30) minutes of any temporary 


Generation Unit performance issues, including reactive capability derates or status or capability 


change on any generator reactive power resource, such as the status of each automatic voltage 


regulator and power system stabilizer and the expected duration of the change in status or 


capability. 


The above reporting shall be recorded on the Generator Capability Checklist and any changes to 


an Interconnected Facility’s data shall be communicated immediately via phone call from the 


GFO to the SSE. 
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3.3 Generator Capabilities Reporting 
Interconnected Facilities must comply with the following reporting requirements. 


3.3.1 Required Baseline Capabilities 


All Interconnected Facilities shall provide a Baseline Set of Capabilities, consisting of: 


• Unit capacity  


• Efficiency  


• Automatic generator control capability  


• Ramp rate 


• Frequency response capability  


• Minimum load  


• Maximum available load  


• Fuel type  


• Any current permanent capability limitations  


• Any current temporary capability limitations  


• Environmental permit limitations  


• An updated outage schedule including major capital projects planned  


• Any other material data which could limit or restrict the delivery of reliable capability from 


the Interconnected Facilities 


• Primary and secondary response capabilities  


In addition to the data listed above, GFO shall provide SSE the date of, and reports related 


to, the last generally accepted standardized testing report on which the baseline set of 


generator capabilities submitted was based.  
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System Operations shall be permitted to witness capabilities testing upon request. 


3.3.2 Daily/Weekly/Monthly Data Requirements 


The GFO shall provide reports to the SSE. These reports shall be in accordance with the 


installed technology that best matches the following appendices:  


Appendix B – Legacy Generation Assets or Interconnected Facilities  


Appendix E – Baseline Unit Capability   


Appendix F – Combined Cycle Capability  


Appendix G – Simple Cycle Capability  


Appendix H – Boiler/STG Capability  


If the GFO does not provide the testing data requested in this procedure, they shall be 


considered noncompliant with the data requirements resulting in a notice of violation to the GFO.  


3.3.3 Real-Time Data Requirements 


System Operations shall require the continuous transmittal of SCADA data as historically has 


been transmitted from the Interconnected Facilities to the SSE and the TO. This interconnectivity 


shall provide Interconnected Facility operating data and performance data critical to the safe, 


reliable and economic dispatch of power generation, and shall provide important information 


facilitating System Operations personnel with the appropriate situational awareness.  


All Interconnected Facilities shall maintain SCADA, RTUs, associated communication in 


accordance with System Operations information technology standards. Compliance to these 


standards shall be on a continuous basis, which includes compliance with all System Operations 


hardware and software. If at any time the devices, hardware or software are not in operation, or 


not providing real-time data, the GFO shall notify the System Operator and use best efforts to 


return any device to operation as soon as practicable. These tools transmit Generation Unit 


specific data that allows the System Operator to anticipate potential changes to generator supply 
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in advance of a specific incident due to real time monitoring of such data and how each are 


trending. 


3.3.4 SCADA 
Certain data is compiled via the use of RTUs, located at each of the Interconnected Facilities. 


The data shall be maintained in accordance with Prudent Utility Practices and that will continually 


transmit Interconnected Facility performance data for the duration of the AOP. This data will allow 


System Operations to monitor the operation of each Generating Unit connected to the BPS and 


provide insight into the operating status of each Generating Unit to better anticipate any generator 


disruption. 


Interconnected Facilities shall work with System Operations on future SCADA interface with plant 


control systems, interface hardware and software maintenance, and system calibration. 


3.3.5 Required Capability Report Compliance 


The GFO shall comply with this procedure related to the timely delivery of critically important unit-


specific data including any baseline data, daily/weekly data and immediate notification of changes 


in data or data communications. This Generation Unit-specific data shall be communicated to 


System Operations on a daily basis. 
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Appendix A: Glossary 
Term Definition 


Accepted Operational 
Procedure (AOP)  


Plant Level Communications document between Genco and Gridco. 


Bulk Power System Refers to the transmission and distribution system and related facilities, 


equipment and other assets related to the transmission and distribution 


system.  


Genco Refers to the Owner of the Legacy Generation Assets in Puerto Rico. 


Generator Facility 
Operator (GFO) 


The Interconnected facility’s designee, in accordance with the PLA, 


responsible to conduct activities for each Interconnected Facility related to 


system operations principals and procedure. More specifically is contact 


person for reporting of generator capability and main point of communication 


between System Operator and Interconnected Facility. 


Senior Shift Engineer 
(SSE) 


Is responsible for the overall operation of the transmission system and works 


directly with the STO and TO to manage the overall technical operation of all 


Interconnected Facilities in a real-time setting. The operation of the TOC and 


Ponce control centers. Supervisor of the SE, STO and TO during the shift. 


Shift Engineer (SE) Dispatches real and reactive power, as well as ancillary services, for all 


Interconnected Facilities. Communicates with primary contacts for all power 


plants and Transmission Control Supervisors 


Generation Gridco 
Operating Agreement 
(GGOA) 


Puerto Rico Thermal Generation and Gridco Operation Agreement  


Generation Unit(s) Refers to each of the units providing electric generation or ancillary services to 


the BPS. 


Gridco Refers to the LUMA or the agent of PREPA who the owner of the 


transmission and distribution assets in Puerto Rico is. 
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Term Definition 


Outage Execution and 
Closeout Procedure 


Refers to specific policies related to LUMA Energy, Inc. procedures and 


policies related to Policies on Reserves included as a System Operations 


Principles Procedure. 


Plant Performance 
Test 


Refers to Interconnected Facility(ies) procedural requirements as applicable to 


the Interconnected Facility(ies) installed technology, and in accordance with 


the best practices of the significant portion of the geothermal powered electric 


generation industry... 


Procedures Refers to these LUMA Energy, Inc. System Operations Principles Procedures. 


Prudent Utility 
Practice 


Refers to those practices, methods, and acts, that are commonly used by a 


significant portion of the geothermal powered electric generation  industry in 


prudent engineering and operations to design and operate electric equipment 


(including geothermal powered facilities) lawfully and with safety, 


dependability, reliability, efficiency, and economy. Each may be amended from 


time to time, and all applicable Requirements of Law. 


Reserve Policies Refers to specific policies related to LUMA Energy, Inc. procedures and 


policies related to Policies on Reserves included as a System Operations 


Principles Procedure. 


Supervisory Control 
and Data Acquisition 
(SCADA) 


The SCADA system allows bi-directional exchange of analog data, digital data, 


and in some cases, accumulator data between GFOs and the System 


Operator. The data may be processed immediately or stored in local historians 


for later analysis. The system provides both digital and analog data to the 


System Operator for each Interconnected Facility and the transmission 


system. 


System Operations Department in LUMA that operates the bulk power system. 
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Appendix B: Legacy Generation Assets or 
Interconnected Facilities 


AGUIRRE 
The Aguirre Power Plant Complex (Aguirre Plant”) is located on the south coast of Puerto Rico in 


the Salinas municipality and is owned and operated by PREPA. The Aquirre Plant has two 450 


MW thermal steam power generation units, two 296 MW combined-cycle (CC) power generation 


units that can also operate in simple-cycle mode, and two 18-MW black start capable gas 


turbines (GT). The nameplate capacity of the Aquirre Plant is 1,528 gross MW, including the one 


CC GT and one black start GT 


Two John Brown 18-MW black start GTs for the thermal units were installed in the 1970s burn No. 


2 fuel oil. They are owned and operated by the PREPA Hydro-Gas division. The CC units no 


longer have black start engines. 


Costa Sur is located on the southern coast of Puerto Rico in Guayanilla and is owned and 


operated by PREPA. The Plant has two operational steam power generation units with a 


combined nameplate generation capacity of 820 megawatts (MW). 


In addition to the steam power generation units, two John Brown 22-MW GT generators were 


installed in 1972. They operate on No. 2 diesel oil and can be used for peaking operation or black 


start of the Costa Sur facility. They are owned, maintained and operated by PREPA’S Hydro 


Power division. The GTs connect to the 115-kV switchyard. 
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MAYAGUEZ 
At Mayagüez, eight Pratt & Whitney® FT8-3 aero-derivative simple-cycle gas turbines went into 


service between 2008 and 2009 (in Fiscal Year 2009). The aero-derivative turbines are part of the 


Hydro Gas Plant.  


The Hydro Gas turbine generators at Mayagüez are arranged in a TWINPAC™ configuration with 


two aero-derivative gas generators, each driving a free power turbine (PT), which are each direct 


coupled to a single generator from opposite ends. The term twin pack describes two PTs 


connected to a single generator that includes a central shaft coupled and is driven from both 


ends. The gas turbines are manufactured by Pratt & Whitney and were installed between 2008 


and 2009. Each of the four TWINPACs has two PTs rated by megawatts (MW) and coupled to a 


single 55-MW generator. The turbine units themselves are called SWIFTPAC® by the original 


equipment manufacturer (OEM) with reference to their drop-in-place arrangement, which is easily 


installed and connected. Equipment and facilities are dedicated to the function of the simple-cycle 


units with redundancy and unit-specific systems for independent operation as required. 


PALO SECO 
The Palo Seco Steam Plant is located on the northern coast of Puerto Rico in the Cataño 


municipality near San Juan. The Palo Seco Steam Plant consists of four thermal steam units and 


six gas turbines with a total original nameplate capacity of 728 MW. Palo Seco has been a major 


generator in the PREPA fleet and continues to serve on a limited basis as current power 


distribution challenges face the island.  


Palo Seco Steam Plant Units 3 and 4 are tangentially fired CE HFO-fired boilers with a nameplate 


capacity of 216 MW each. The steam turbines are rated 1,800 psi and the boilers are 1,971 


MMBtu/hr. Additional details about the boilers and turbines were not provided for review. The 


units began commercial operation between 1967 and 1968. 
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There are also three blocks of diesel-fueled gas turbine generators that began commercial 


operation in 1972 and 1973. Each block is composed of two 21 MW (nominal) Hitachi-GE 


(PB5341) gas turbine generators. In total, the three blocks have a nameplate capacity of 126 MW. 


SAN JUAN 
The San Juan Power Plant (San Juan Plant) has two main types of power generation units: 


conventional steam plants (four units: 7, 8, 9 and 10) and combined-cycle power blocks (two 


units: 5 and 6). 


The San Juan Plant is one of PREPA’s newest power plants, beginning commercial operation in 


October 2008. The San Juan Plant comprises two combined-cycle units (Units 5 and 6) in a 1x1 


configuration. Each unit includes a combustion turbine generator rated at 218 megavolt amperes 


(MVA), a heat recovery steam generator, and an ST generator (STG) rated at 80 MVA with a total 


nameplate generating capacity of 232 MW. PREPA originally awarded Abengoa, Sevilla, SA 


(Abengoa) an engineering, procurement and construction (EPC) contract for the two units in 


1997. In 2000, Abengoa withdrew from the contract and Washington Group was appointed as the 


EPC contractor in 2004 to complete the combined-cycle installations.  


COSTA SUR 
The Costa Sur Plant is located on the southern coast of Puerto Rico in Guayanilla and is owned 


and operated by PREPA. The Costa Sur Plant has two operational steam power generation units 


with a combined nameplate generation capacity of 820 MW. There are four non-operational 


steam units that are no longer in service. The two black-start capable gas turbine (GT) generators 


on site are considered irreparable. 


The two remaining operational steam units, 5 and 6, are each rated at 410 MW; they began 


commercial operation in 1972 and 1973, respectively. Their boilers are tangentially fired 


Combustion Engineering (CE – now General Electric (GE) Power), retrofitted in 2011 to burn 


natural gas, a combination of natural gas and No. 6 fuel oil, or only No. 6 fuel oil as originally 


designed. Fired with natural gas they can meet their original maximum continuous rating (MCR) 
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design conditions: 2,970 kilo pounds per hour (klb./hr.) main steam flow and outlet steam 


conditions of 2,620 psig1 and 1,005°F. The boilers also have a reheat circuit designed to provide 


2,371 klb./hr. steam flow at 451 PSIG and 1,000°F to the intermediate pressure (IP) section of the 


GE turbines at the rated output of 410 MW.  


CAMBALACHE 
PREPA currently operates a 248 MW combustion turbine simple-cycle electric generating station 


on a 52-acre site in Cambalache, in the Municipality of Arecibo. The Interconnected Facility 


produces electricity from three ABB GT 11N distillate oil-fired combustion turbines, each with a 


power output of 83 MW. Currently, only two combustion turbines are deemed available for 


service. Each combustion turbine consists of a compressor, combustor and turbine. Energy is 


generated at each of the combustion turbines by drawing in ambient air with the compressor, 


heating the air by means of burning fuel oil and expanding the hot combustion gases in a 5-stage 


turbine. Each combustion turbine burns No. 2 fuel oil having a maximum sulfur content of 0.15 


percent by weight. In addition, the Interconnected Facility is allowed to operate in a spinning 


reserve mode (60 percent load) for up to 6,000 hours/365-days for the entire power plant.  


VEGA BAJA 
The Vega Baja facility is a two (2) unit Interconnected Facility consisting of two Frame 5 peaking 


gas turbines fired with diesel fuel. Currently one (1) unit is in operation and use occasionally as 


an intermediate/voltage support asset. The main use of Vega Baja is peaking operation. 
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Appendix C: Procedure Cross-Reference 
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Appendix D: Generation Capability 
Checklist 


 Max Avail 
Capacity 


Available 
Reserves 


AGC 
Operational Ramp Rate Heat Rate Operational 


Limits 


San Juan 5       


San Juan 6       


Palo Seco 3       


Palo Seco 4       


Costa Sur 5       


Costa Sur 6       


Aguirre 1       


Aguirre 2       


CC 1-1       


CC 1-2       


CC 1-3       


CC 1-4       


CC 2-1       


CC 2-2       


CC 2-3       


CC 2-4       


Hydro-Gas       


Pattern        


Solar Plants       
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Appendix E Baseline Unit Capability 
Baseline Generation Unit Data 


      
Name of Generation Facility and Unit Number 
Name: 
Unit #: 
      
Technology Selection (check appropriate technology)    
Boiler/Steam Turbine Generator      
Combined Cycle Gat Turbine      
Simple Cycle Gas Turbine      
Reciprocating Engine      
Solar/Wind      
Storage      
VPP      
 Please fill in information below for each unit.      
Installed Capacity   MW   
Fuel Type       
Heat Rate   btu/kWh   
Control Range   MW min-max   
Ramp Rate       
Minimum Loading       
Maximum Loading       
Permit Limits   % Available   
Automatic Generator Control   yes/no   
      
      
Permanent Capability Reduction 
 Update for any permanent capability reductions. 
  
  
  
      
Temporary Capability Reductions 
 Update as soon as safely able any temporary capability reductions. 
  
  
  


  







INTERCONNECTED FACILITIES CAPABILITIES 
  


26 


Appendix F: Combined Cycle Capability 
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Appendix G: Simple Cycle Capability 
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Appendix H: Boiler/STG Capability 
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Appendix I: Solar Capability 
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Appendix J: Battery Capability 
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Appendix K: Wind Capability 
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Appendix L: Testing 
TEST PROCEDURES 
The Final Plant Performance Testing Protocol shall be prepared by the GFO and shall be in 


accordance with ASME PTC 46-2015 as well as any other applicable ASME PTC codes. The 


Final Plant Performance Testing Protocol is “Approved” when it is formally issued by the GFO and 


accepted by LUMA. 


Witnesses 
GFO shall provide 5 days’ advance notice to the following parties of any Plant Performance Test 


as provided so that they may have an opportunity but not the obligation to witness the test: 


LUMA, LUMA’s Engineer, and any others LUMA adds by providing notice. 


Instrumentation and Data 


• Plant Performance Test data shall be taken by permanent plant instrumentation including 


the PI system, Digital Control System (DCS) and/or by installing temporary test 


instrumentation. Temporary test instrumentation shall be used whenever an increase in 


accuracy or confidence of the measurement is deemed necessary. All primary 


instrumentation shall have a National Institute of Standards and Technology (NIST) 


traceable calibration no earlier than six (6) months prior to the test date (excluding 


permanent flow and power meters). All instrumentation requires a loop calibration. 


• Data shall be collected electronically and shall be recorded in no greater than thirty (30) 


second intervals. Data collected manually shall be recorded in no greater than ten (10) 


minute intervals. Data shall not be subjected to compression or exception through the 


data collection system.  


• Fuel samples shall be taken in general accordance with GPA 2166 and analyzed in 


accordance with ASTM D1945 for gas or D3712 for oil. Sample locations and extraction 


procedure shall be documented in the Final Plant Performance Testing Protocol and 
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subject to LUMA review. Heating value shall be determined in accordance with ASTM 


D3588, D396 and GPA 2145. 


TEST MANAGEMENT 


• The GFO technical advisor shall be present during all Plant Performance Testing 


activities and is responsible for representing the GFO during testing and providing 


technical guidance in the testing of the Facility equipment. 


• With LUMA acceptance, GFO shall assign a performance test director who shall be 


responsible for the overall execution of the testing. The test director shall maintain 


authority for scheduling the test, setting operating conditions (with the assistance of the 


GFO technical advisor), coordinating acceptance of test deviations and verifying the 


readiness of the Facility for testing.  


Emissions. All Plant Performance Tests shall be conducted with the Facility demonstrating 


compliance with all applicable limits in accordance with all Permits. 


Facility Startup Time Tests 
For combustion turbine plants, startup time shall be measured from the point in time when the 


first gas turbine rolls off turning gear, to the point where the gas turbines are at base load and 


steam turbine bypass valves are closed to demonstrate the cold, warm, and hot startup times. 


For Boiler/Steam turbine plants, startup times should be determined from when the boiler is first 


fired. Once enough steam pressure is attained to roll the turbine, the time and fuel expended to 


get to that point shall be recorded. The boiler shall be fired to increase steam flow until minimum 


stable load is achieved. That load will be determined for each unit. The unit shall be operated 


between its minimum and maximum loads, by changing the amount of fuel added to the boiler 


and the corresponding ramp rates shall be measured and a curve developed. 
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FACILITY CONFIGURATION 
All Plant Performance Tests shall be conducted under the following conditions:  


• Without the use of any standby or temporary equipment or machinery.  


• While the Facility is operated in its normal mode of operation, which shall consist of (x) 


the operation of the Facility as a whole, (y) the concurrent operation of Facility systems, 


and (z) the operation of all Facility systems within the manufacturers’ specifications and 


without over-stressing, over-firing, or over-pressurizing any such systems.  


DATA AND TEST REPORTS 
All parties referenced in the preceding Section 3 shall be provided copies of test results as soon 


as available, but no later than seven (7) days after the receipt of the final fuel analysis. 


Preliminary corrected results shall be prepared and distributed within 2 days of the completion of 


testing Reports, which shall be in accordance with the requirements of the Final Plant 


Performance Testing Protocol. 


ADDITIONAL GFO RESPONSIBILITY 
On combustion turbine plants, GFO shall complete off-line water wash of the compressor prior to 


any Plant Performance Tests.  
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BLACK START FACILITIES 
For each generation facility with a black start resource, the GFO shall prepare Black Start 


Resource specific testing procedures, perform Black Start Resource tests, and maintain records 


of such testing, in accordance with the testing requirements set by the System Operator to verify 


the unit’s ability to, following a system-wide blackout, start up and fulfill its requirements without 


the availability of an outside electric supply. 


The annual test requirements for each Black Start Resource shall include the ability to: 


• Start with no support from the Bulk Electric System. 


• Energize a transmission bus or a generating station switchyard element. 


• Operate in a stable condition while isolated from the Bulk Electric System for a minimum 


of ten minutes. 
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1.0 Executive Summary  


This Black Start procedure addresses the restoration plan for the Bulk Power System, including the 


procedures, documentation, training, and testing for reliable system restoration following a major or total 


blackout.  


In the event of a Black Start situation, the Black Start Service Provider shall be required to start up its 


main generator(s) to power up sections of the Bulk Power System and distribution network. This direction 


shall be initiated under the instruction of LUMA personnel and proceeds under the general guidance of a 


site-specific restoration plan coordinated by System Operations. The Black Start Service Provider may 


also be required to provide start up power supply to other power stations as the system restoration 


progresses and shall eventually be required to synchronize to other power islands.  


2.0 Objective/Scope/Roles 


2.1 Objective 


Define how Black Start services will restore the Bulk Power System and by providing blocks of generation to 


re-energize the 230 kV, 115 kV and 38 kV transmission lines. 


2.2 Scope 


This procedure describes how Black Start Service Provider’s provide black start capability to be used to 


start main blocks of generation from on-site actions, without reliance on external site power supplies. It 


further describes action taken once the Black Start Service Provider black start gas turbine has reached 


complete sequence (also called full speed, no load) and how the system then must be able to close the 


main generator output breaker. 
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2.3 Roles and Responsibilities 


2.3.1 Manager Energy Management (MEM) Is responsible for the collection, 


aggregation, and draft of GFO reports, generation capability, black start testing 


results and maintain policies that the interconnected facilities must adhere to. 


2.3.2 Generator Facility Operator (GFO) 


 Is the Interconnected facility’s designee, in accordance with the Plant Level Communications (PLC), 


responsible to conduct activities for each Interconnected Facility related to system operations 


principles and procedure. 


 Specifically, is contact person for reports generator capability and is the main point of communication 


to the SSE. 


2.3.3 Generator Facility Operator – Back-Up Contact (GFOBU)  


 The backup of the designated contact for the Interconnected facility’s designee, and in accordance 


with the PLC, responsible to conduct activities for each Interconnected Facility related to this and other 


procedures related to communication of generator capability and communication. 


2.3.4 Senior Shift Engineer (SSE)   


 The SSE is responsible for dispatch of real and reactive power, as well as ancillary services, for all 


interconnected facilities.  


 The SSE is also responsible for communication with primary contacts for all power plants and 


Transmission Operators.  


 The SSE is responsible for the overall operation of the system and works directly with the TO’s to 


manage the overall technical operation of all interconnected facilities in a real-time setting.  


 The operation of both the Monacillo and the Ponce control centers.  


 Supervisor of the TO during the shift. 
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2.3.5 Senior Transmission Operator (STO)  


 The STO is responsible for the routing and balance of real and reactive power through the 230 kV and 


115 kV transmission lines and working with the SSE to jointly manage energy needs.  


 The STO is also responsible for coordinating with the SSE regarding frequency regulation, 


transmission flows and the current state of outages and recall times for assets and interacts with SSE.  


2.3.6 Transmission Operator (TO)  


 The TO is responsible for the routing and balance of real and reactive power through the 38 kV 


transmission lines and working with the SSE to jointly manage energy needs.  


 The TO is also responsible for coordinating with the SSE regarding frequency regulation, transmission 


flows and the current state of outages and recall times for assets and interacts with SSE.  


2.3.7 Field Personnel 


 The Field Personnel is the individual responsible to assist 38 kV operations at the Transmission 


Operations Center (TOC) regarding loads available to island the black start generators including 


Critical Loads and performing switching duties as required. 
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3.0 Procedure  
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3.1.1 Black Start Service Resources 


 


 


  


   


   


   


   


 


 


   


  


 


  


REDACTED


REDACTED


CONFIDENTIAL







 9 


Black Start  
 


9 


3.1.2 Black Start Testing Procedures 


 


 


 


 


 


 


 


3.1.3 Black Start Resource Testing Requirements 


 


  


  


 


 


  


  


 


 


  


 


3.1.4 Black Start Testing Frequency 
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3.1.5 Documentation of Black Start Testing 


 


 


 


 


 


 


 


 


 


 


3.1.6 Scheduling a Test  


 


 


 


 


 


 


 


 


 


 


 


REDACTED


REDACTED


REDACTED


CONFIDENTIAL







 11 


Black Start  
 


11 


 


 


 


 


 


  


 


 


REDACTED


CONFIDENTIAL







 12 


Black Start  
 


12 


Appendix A: Glossary 
Term Definition 


Black Start A black start is the process of restoring an electric power station and the 


entire electric grid to operation without relying on the external electric power 


transmission network to recover from a total or partial shutdown 


Bulk Power System 
(BPS) 


Refers to the transmission and distribution system and related facilities, 


equipment and other assets related to the transmission and distribution 


system.  


Dead Line Charge 
Test 


This test confirms the service provider’s ability to charge a dead part of the 


network and its ability to control parameters at the remote end. 


Busbar The node point on a transmission system is where transmission lines come 


together electrically. 


Critical Transmission 
Line 


A critical transmission line plays an important role in maintaining the security 


and stability of the power system. When it is removed from service or trips off 


line, the system may suffer a serious impact, and even have a high 


probability of cascading trips. 


Distribution 
Operations Center 
(DOC) 


A center that is used to control local distribution under 38 KV.  There are 4 of 


these centers in the BPS  


 


District Technician Technician within a specified district of the BPS  


Genset Genset is short for generator set, often used interchangeably with the more 


familiar term, generator. 


Black Start 
Generation Resource 


The technical requirements are fundamentally describing the following 


significant activities undertaken during restoration: 


 The ability to start up independent of external supplies.  


 The ability to energize part of the network with MVAr export only (i.e., at 


0MW). 


 The ability to block load local demand. 
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Term Definition 


Islanding Islanding is a scheme in a power system designed in such a way that, in 


case of major Grid disturbance as sensed by the protection element, a 


portion of system is isolated by tripping the predefined tie lines/transmission 


lines, thus, isolating the part of system from the remaining Grid. 


Black Start Service 
Provider (BSSP) 


A generation provider which has the capability to start with no support from 


the Bulk Electric System. 


Remote Synchronous 
Test (RST) 


A Remote Synchronous Test (RST) requires the Black Start Service Provider 


(BSP) to start the black start generation resource with no power available 


from the transmission system, energize from dead a local busbar, a circuit(s), 


a transformer(s) and a remote busbar and then synchronize onto a live 


busbar that is already synchronized to the transmission system. The BSP 


may be required to operate for up to one hour at no load at synchronous 


speed while the Black Start generation resource’s ability to control voltage 


and frequency on the system is verified. 


Generator Facility 
Operator (GFO) 


The generator facility operator is the Interconnected facility’s designee, in 


accordance with the PLC (plant-level Communications), responsible to 


conduct activities for each Interconnected Facility related to system 


operations principals and procedure. More specifically is contact person for 


reporting of generator capability and main point of communication between 


LUMA TOC and Interconnected Facility. 


Transmission 
Operations Center 
(TOC) 


Main operations center that controls both the 230/115 and 38 KV on the Bulk 


Power System  
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Appendix B: Notification of Non-Capability & 
Restoration 


[NAME OF BLACKSTART SERVICE PROVIDER]                      


Station .......................Telephone: 


Standby Tel: 


 
NOTIFICATION TIME 


HRS:MINS DD/MM/YY 
 


CONFIRMATION OF A TELEPHONE CONVERSATION?  
 


   
BETWEEN  OF LUMA 
AND   OF [NAME OF BSP]   


 
 


 


PERIOD OF NON-CAPABILITY 
 


TIME 


(hrs:mins) 


DATE 


(dd/mm/yy) 


    COMMENCEMENT OF NON-CAPABILITY   


*ESTIMATED TIME/DATE OF RESTORATION   


    
* Indicate estimated time/date of restoration and re-notify actual time/date of restoration when known 
using table below. 
 


REASON FOR NON-CAPABILITY 
 


 
RESTORATION OF-CAPABILITY 


 


TIME 
(hrs:mins) 


DATE 
(dd/mm/yy) 


TIME/DATE OF RESTORATION   
   


 


Signature: ...............................  Date: ....................  Time: ............. 
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Appendix C: Black Start Resource 
 [NAME OF BLACKSTART SERVICE PROVIDER]                       


Station .......................Telephone: 


Standby Tel: 


 


NOTIFICATION TIME 


HRS:MINS DD/MM/YY  CONFIRMATION OF A TELEPHONE CONVERSATION?   


   BETWEEN  OF LUMA 


AND   OF [NAME OF BSP]  


 


OWER OUTPUT LEVELS (MW)  


1  [                  ]  MW WITHIN  [                 ]  MINS  


2  [                  ]  MW WITHIN  [                 ]  MINS  


3  [                  ]  MW  WITHIN  [                 ]  MINS  


REACTIVE POWER RANGE (MVARs) 


AT MIN OUTPUT/GEN STATOR TERMINALS 


  


[                   ]  LEADING TO   [                    ]  LAGGING   


TIME TO CONNECTION EVENT (MINS)   


 


 (Print name) at GFO: 


Signature: ...............................  Date: ....................  Time: ............. 


Acknowledged by LUMA 


Signature: ...............................  Date: ....................  Time: ............. 
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Emergency Response Drills               







 17 


Black Start  
 


17 


 


Procedure Reference Matrix,  
Part 2 of 2 R


ed
uc


in
g 


R
is


k 
Ex


po
su


re
 to


 
C


on
tin


ge
nc


ie
s 


C
rit


ic
al


 L
oa


ds
 


Lo
ad


 S
he


dd
in


g 
 


C
on


tin
ge


nc
y 


&
 S


ys
te


m
 O


pe
ra


tin
g 


Li
m


its
 R


es
po


ns
e 


En
er


gy
 D


is
pa


tc
h,


 S
ch


ed
ul


in
g 


&
 


M
er


it 
O


rd
er


 


Tr
an


sm
is


si
on


 O
pe


ra
tio


ns
  


Pl
an


t L
ev


el
 C


om
m


un
ic


at
io


ns
 


B
al


an
ci


ng
 F


re
qu


en
cy


 &
 V


ol
ta


ge
 


D
em


an
d 


Si
de


 R
es


ou
rc


es
 (N


W
A


) 


Sy
st


em
 O


pe
ra


to
r T


ra
in


in
g 


Sc
he


du
lin


g 
Pl


an
ne


d 
T&


G
 O


ut
ag


es
 


Fo
rc


ed
 O


ut
ag


e 


O
ut


ag
e 


Ex
ec


ut
io


n 
&


 C
lo


se
ou


t 


Em
er


ge
nc


y 
R


es
po


ns
e 


Ex
ec


ut
io


n 


Em
er


ge
nc


y 
R


es
po


ns
e 


D
ril


ls
 


Short Term Load Forecasting                
New Facility Interconnection                
Resource Adequacy Planning                
Interconnected Facility Retirements                
Legacy T&G Demarcation                
Interconnected Facilities Capabilities                


Black Start  X   X X X X  X    X X 
Telemetry                
Cybersecurity                
Root Cause Analysis and Corrective Actions                
Public Reporting                
Performance Reporting                
Stakeholder Management                
Policy On Reserves                
Reducing Risk Exposure to Contingencies                
Critical Loads                
Load Shedding                
Contingency and System Operating Limits Response                
Energy Dispatch, Scheduling and Merit Order                
Transmission Operations                
Plant Level Communications                
Balancing Frequency and Voltage                
Demand-Side Resources (Non-Wire Alternatives)                
System Operator Training                
Scheduling Planned T&G Outages                
Forced Outage                
Outage Execution and Closeout                
Emergency Response Execution                
Emergency Response Drills                


 







 18 


Black Start  
 


18 


 


 


 


 


 


 


 


 


PAGE INTENTIONALLY LEFT BLANK 












 


 
  


TELEMETRY 
 







DECEMBER 19, 2021  


TELEMETRY PROCEDURE 
 


1 


Document Control & Signature Page? 


Procedure Title: Telemetry Procedure 


Procedure # __8____ Revision # 1.2 


Security Classification _RESTRICTED __   Date Issued 12/15/2021 


APPROVED BY: 
Name / Title _Raphael Gignac / Director System Operations__________________________ 


Signature ___________________________________________ 


REVIEWED BY: 
Title ___________________________________ 


Signature _______________________________ 


Title ___________________________________ 


Signature _______________________________ 


PROCEDURE DEVELOPMENT HISTORY: 
Revision Approved Date __/__/___ Approved by _________________Title _______________ 


Authored by __________________________ Title ____________________________________ 


Reason for Revision 
_____________________________________________________________ 


Revision Approved Date __/__/___ Approved by _____________________ Title ____________ 


Authored by ___________________________ Title ____________________________________ 


Reason for Revision 
_____________________________________________________________ 


  







DECEMBER 19, 2021  


TELEMETRY PROCEDURE 
 


2 


Contents 
1.0 Executive Summary ................................................................................. 3 


2.0 Objective/Scope/Roles ............................................................................ 3 


2.1 Objective .............................................................................................................................. 3 


2.2 Scope ................................................................................................................................... 3 


2.3 Roles and Responsibilities .................................................................................................. 4 


3.0 Procedure ................................................................................................. 5 


3.1 Addition of Telemetry Points ................................................................................................ 5 


3.2 New Interconnected Facilities.............................................................................................. 5 


3.3 New Transmission Elements ............................................................................................... 6 


Appendix A: Glossary ......................................................................................... 8 


Appendix B: Procedure Cross-Reference Matrix ............................................. 9 


  







DECEMBER 19, 2021  


TELEMETRY PROCEDURE 
 


3 


1.0 Executive Summary  


This Telemetry procedure lays out the steps that must be followed for requesting, approving and 


securely interfacing additional telemetry points for the SCADA system. 


2.0 Objective/Scope/Roles 


2.1 Objective 


This procedure sets the requirements for the approval and interface of telemetry equipment that 


ensures resources are deployed in alignment with the priorities of LUMA management, that 


fieldwork is being scheduled and coordinated with LUMA with an emphasis on safety and 


reliability. Also, this procedure ensures that cybersecurity threats are minimized for each new 


addition to the SCADA/ Energy Management System. Finally, clarifies the responsibilities when 


implementing telemetry equipment that the System Operations team is approving the interfacing 


data points and maintaining safety in the field for all personnel and the Bulk Power System.  


2.2 Scope 


The users of this procedure will comply with the requirements of System Operations, LUMA 


Cybersecurity requirements, SCADA programmers, and concerning all technical requirements of 


communication interfaces. 


This Telemetry procedure refers to specific connections and communications that provide data to 


System Operations infrastructure. This data may include analog or digital inputs measured or 


controlled within Interconnected Facilities connected to an interface with System Operations 


equipment.  
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2.3 Roles and Responsibilities 


2.3.1 Manager, Control Center Support 


Manages the request and approval processes for Remote Terminal Units (RTUs). Manages and 


oversees the deployment and commissioning, approval and closeout request processes. 


2.3.2 System Operations OT Coordinator  


Manages the approval process of each new point of telemetry for compliance with LUMA’s overall 


Data Security Plan.  


2.3.3 Generator Facility Operator Designee (GFOD)  


Responsible for notifying LUMA personnel of all changes or additions to inputs for existing or 


newly added RTUs. 


2.3.4 LUMA Transmission Asset Requestor (LTAR)  


Responsible for notifying Luma personnel of all changes or additions to inputs or newly added 


RTU’s. 
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3.0 Procedure 


3.1 Addition of Telemetry Points  


GFOD or LTAR shall send an email to the System Operations OT Coordinator with all information 


required to comply with the Interconnection Agreement and Accepted Operating Procedures. 


Modification to all telemetry points shall be requested of System Operations Control Center 


Support. System Operations shall verify within LUMA that all technical, telemetry and 


cybersecurity requirements comply with applicable procedures and any legal agreements (i.e., 


Interconnection Agreement and Accepted Operating Procedures). 


3.1.1 Notification  


GFOD or LTAR shall notify the System Operations OT Coordinator of the data to be connected, 


the interface equipment and the proposed interconnection schedule. 


3.1.2 Approval 


System Operations OT Coordinator shall verify and refer each notification to the appropriate 


internal parties to review any additional requirements and provide approval or denial within 30 


days. 


3.1.3 Confirmation and Installation 


Upon receipt of approval, the GFOD or LTAR shall commence the installation as approved and 


provide two weeks' notice to System Operations OT Coordinator to witness and inspect the 


installation. 


3.2 New Interconnected Facilities 


The steps to follow whenever a new interconnected facility is initiating connecting to BPS or a 


change to a telemetry data connection is needed are defined below.  
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3.2.1 Notification  


GFOD or LTAR shall send an email to the System Operations OT Coordinator with all information 


required to comply with the Interconnection Agreement and Accepted Operating Procedures for 


each new Interconnected Facility notification.  


LTAR shall provide the instructions on alarm settings and response requirements to the System 


Operations OT Coordinator on new equipment. 


3.2.2 Approval 


System Operations OT Coordinator shall verify and refer each notification to the appropriate 


internal parties to review any additional requirements and provide approval or denial within 30 


days. 


3.2.3 Confirmation and installation 


Upon receipt of approval, the Generator Facility Operator Designee shall commence the 


installation as approved and provide a minimum of two weeks' notice to System Operations OT 


Coordinator to witness and inspect the installation.  


3.3 New Transmission Elements 


New transmission elements include substations equipment, transmission lines, capacitor banks, 


etc. The steps to follow whenever a new transmission element is initiating connecting to BPS or a 


change to a telemetry data connection is needed are defined below. 


3.3.1 Notification  


LTAR shall notify the System Operations OT Coordinator of the data to be connected, the 


interface equipment to be used and the schedule for which data is to be interconnected. 
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3.3.2 Approval 


System Operations IT Coordinator shall verify and refer each notification to the appropriate 


internal parties to review any additional requirements and provide approval or denial. The review 


and approval process will be communicated within 30 days.   


3.3.3 Confirmation and installation 


Upon receipt of new Transmission Element installation approval, the Operations IT Coordinator 


shall be provided notification in advance to witness and inspect the installation. Then, the 


Transmission Element installation can commence as scheduled. 


 


This Procedure shall be used in conjunction with the Cybersecurity Procedure. 
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Appendix A: Glossary 
Term Definition 


Telemetry The automatic recording and transmission of data from remote or 
inaccessible sources to an IT system in a different location for monitoring and 
analysis. 
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1.0 Executive Summary  


This procedure directs System Operations OT Coordinator on all Cybersecurity matters that 


relate to the installation of new or addition of interconnection Remote Terminal Units that 


communicate to System Operations via an electronic interface. 


2.0 Objective/Scope/Roles 


2.1 Objective 


Business and operational demands for managing and maintaining a reliable Bulk Power System 


increasingly rely on cyber assets supporting critical reliability functions and processes to 


communicate with each other, across functions and organizations, for services and data. This 


results in increased risks to these cyber assets. 


The risk of procedural or informational gaps is minimized by ensuring all parties are reliant on the 


same governing procedures and critical documents regarding cybersecurity. This procedure 


serves as a reference point for all System Operations matters regarding cybersecurity. 


2.2 Scope 


This procedure applies to the connectivity between System Operations and any Interconnected 


Facility or Transmission Asset. This includes any system to provide telemetry for the Energy 


Management System  system or OSISoft Pi system. It also includes any telemetry infrastructure, 


Remote Terminal Units, communications devices or protocols, data connectivity, and other 


devices within Interconnected Facilities that may fall under System Operator’s data security plan. 
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2.3 Roles 


The following roles are responsible for compliance with LUMA’s Data Security Plan for their 


respective organizations: 


2.3.1 Manager, Control Center Support (MCCS) 


Manages the request and approval process. Manages the deployment and commissioning 


process, sign-off and closeout requests. 


2.3.2 System Operations OT Coordinator  


Manages the approval process of each new point of telemetry for compliance with LUMA’s overall 


Data Security Plan.  


2.3.3 Generator Facility Operator Designee (GFOD) 


Responsible for notifying LUMA personnel of all changes or additions to inputs for existing or 


newly added Remote Terminal Units (RTUs). 


2.3.1 LUMA Transmission Asset Requestor (LTAR) �  


Responsible for notifying LUMA personnel of all changes or additions to inputs or newly added 


RTU’s. 
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3.0 Procedure 


System Operations OT Coordinator shall  supervise operations in accordance and compliance 


with the LUMA Data Security Plan and shall direct all Interconnected Facilities personnel to refer 


to and operate in accordance and compliance with the LUMA Data Security Plan. All interfaces to 


LUMA System Operations electronic data, telecommunication and other electric, electronic and 


wired interfaces with LUMA shall comply with LUMA written cybersecurity requirements.  


This procedure related to the Interconnected Facilities only and consider either a modification to 


an existing Interconnected Facility or a new electrically Interconnected Facility. 


With respect to a new Interconnected Facility: 


• The GFOD shall refer to the attached New Interconnection Flow Chart attached for the 


procedure to install a new RTU for an Interconnected Facility. 


With respect to an existing Interconnected Facility: 


• The LTAR shall refer to the Modification to RTU Flow Diagarm to modify an existing RTU 


for an Interconnected Faciliy or Transmission Substation. 


This Procedure shall be used in conjunction with the Telemetry Procedure. 
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Appendix A: Glossary 
 


Term Definition 


Bulk Power System 
(BPS)  


The transmission and distribution system and related facilities, equipment 


and other assets related to the transmission and distribution of electric power 


Cyber Asset Programmable electronic devices, including the hardware, software and data 


in those devices. 


Energy Management 
System  


OT tool used by BPS operators to monitor, control, and carry out optimal 


management of the energy on the system.  


Interconnected 
Facility  


Any power facility that is connected to the Bulk Power System 


Operational 
Technology (OT) 


Hardware and software that detects or causes a change, through the direct 


monitoring and/or control of industrial equipment, assests, processes and 


events  


Remote Terminal Unit 
(RTU) 


RTUs in SCADA systems is a microprocessor-based electronic device 


present at geographically distributed remote locations in order to facilitate 


communication of various devices within the distributed SCADA system. 


Transmission Asset Any Transmission Element on the Bulk Power System 
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Appendix C: Modifying An Existing 
Interconnected Facility 


 
 


Modifying an RTU Flow Chart
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Appendix D: New Interconnected Facility 
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1.0 Executive Summary  


This procedure defines the communication requirements between the Transmission Operations 


Center and the Demand-Side Resource as well as the reporting requirements of the Transmission 


Operations Center to stakeholders.  


2.0 Objective/Scope/Roles 


2.1 Objective 


To prepare for the implementation of Demand-Side Resource programs available for dispatch by 


detailing the specific requirements of those programs to ensure that they are predictable, reliable, 


and transparent resources to efficiently manage the grid. This capability shall assist the 


Transmission Operations Center to increase generation capacity, reduce load, and/or deliver 


ancillary services to the Bulk Power System. 


2.2 Scope 


The Transmission Operations Center evaluates and implements Demand-Side Resources on a 


per-request basis. This procedure applies to new demand-side resources to be evaluated and 


when accepted, integrated into the Bulk Power System. The procedure covers the rules for 


integrating, operating, communicating and, eventually, retirement from the Bulk Power System. 


The procedure relates only to resources that shall be dispatched from the TOC. The procedure 


does not cover the development of the regulatory framework and/or procurement process for 


sourcing participants. 
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2.3 Roles and Responsibilities 


 The following roles and responsibilities are included in this procedure. 


2.3.1 Business Transformation Director (BTD) 


The Business Transformation Director is the System Operator’s main contact for the initiation of a 


new demand-side resource. 


2.3.2 Project Director (PD) 


The PD shall be the point of contact for requests for the analysis of BPS impact, operability, and 


location of Demand-Side Resources on the BPS. The PD shall support the BTD as needed for 


Stakeholder or Technical Conferences to represent the TOC as required. 


2.3.3 Manager Control Center Operations (MCCO) 


The Manager of Control Center Operations shall oversee the implementation of new 


dispatchable Demand side resources into the BPS. MCCO shall ensure that new resources are 


well understood by the TOC and that communication tools and dispatch rules are consistently 


applied. 


2.3.4 Manager, Energy Management (MEM) 


The Manager of Energy Management shall coordinate load-flow studies and other ad-hoc studies 


upon request from the Project Director as relates to a Demand-Side Resource or Non-Wire 


Alternative request. 


2.3.5 Shift Engineer (SE) 


The Shift Engineer calls on the Bulk Power System available resources for preparing and 


executing the daily dispatch plan. The Shift Engineer is responsible for executing the dispatch 


plan while maintaining the Bulk Power System’s Frequency and Voltage within their operating 


limits. 
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2.3.6 Demand-Side Resource Contact (DSRC) 


The Demand-Side Resource contact is the person responsible for communicating with the 


Transmission Operation Center personnel on operational issues related to the resource’s 


lifecycle. A Demand-side resource contact can represent a single resource or alternatively, a 


group of resources that have been aggregated.   


2.3.7 Supply Contracts and Administration Contact (SCAC) 


The SCAC within the Regulatory department is responsible for all commercial and contractual 


discussions with Demand-Side Resource contacts. 
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3.0 Procedure  


3.1 Demand-Side Resource Capability Assessment 


The PD shall serve as spokesperson for the TOC and advocate for visibility into the capability of 


the Demand Response (DR) program and its impact on the daily operations of the TOC. The TOC 


shall incorporate the DR capabilities to better forecast, dispatch and plan for contingencies.  


3.1.1 The PD shall assess the capability of a new Demand-Side Resource to integrate it 


into security-constrained economic dispatch considerations. The Demand-Side 


Resources that may be evaluated by the BTD are identified in Appendix C as those 


related to Reliability such as: Capacity, Reserves, Energy-Voluntary and Regulation. 


3.1.2 The PD shall assess the quantity of response capability for the resource provided, 


such as: 


• Load support in MW and number of hours. 


• Reserves in MW and hours. 


• Dispatchable energy in MW and hours. 


3.1.3 The PD shall assess the methodology for calling on the Demand-Side Resource, the 


process by which the signal is acknowledged, and confirmed, and the delay between 


such confirmation and the resource availability. Types of signaling include methods 


from automatic signaling with automatic resource response, automatic signaling and 


delayed response, to manual signaling (phone or email) and manual response. 


3.1.4 The MEM shall assess potential limitations for the Demand-Side Resource that 


impact its availability. Limitations may include such conditions as: 


• Number of times the resource may be dispatched per day/week/month/year. 


• Unavailability during periods (hours/days/weeks/months). 
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3.1.5 The MEM shall ensure that the Demand-Side Resource complies with LUMA’s 


published requirements on cybersecurity and telemetry standards. It shall be the 


responsibility of the DSRC to provide such proof and maintain such compliance 


current during the term of the Demand-Side Resource. In general terms, the PD shall 


advocate for the automatic dispatchability of the DRs via Automated Generation 


Control (AGS) to the extent possible. 


3.1.6 The PD shall identify and communicate to the MEM and TOC personnel, the active 


Term for the Demand-Side Resource.  The MEM shall provide a minimum of 30-days’ 


advance notice to the TOC personnel of the initiation or the expiration of a new 


Demand-Side Resource. 


3.1.7 The PD shall obtain from the DSRC the contact information for all relevant 


operational matters in this procedure. The MEM shall ensure that the DSRC is 


established, and a reliable communication method is established to ensure effective 


dispatch. 


3.1.8 The MEM shall implement scheduled and unscheduled capability testing protocols, as 


the case may be, to assess the availability and reliability of the Demand-Side 


Resource in accordance with the resource’s technical requirements. 
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3.2 Dispatching the Demand-Side Resource 


The PD shall ensure the DRs operational parameters are documented and well understood by 


the MCCO, MEM and SE. PD shall ensure that training on the DR use includes complete 


operational instructions and that the process is integrated into the following procedures as 


applicable: 


3.2.1 The DSRC shall communicate daily the resource’s availability as well as any 


limitations to the MEM daily. The MEM shall communicate with the TOC the 


resource’s daily availability. 


3.2.2 The SE shall identify the Demand-Side Resource availability as part of the shift 


turnover. 


3.2.3 The SE shall initiate the Demand-Side Resource Signal per the desired Demand-Side 


Resource required. 


3.2.4 DSRC shall acknowledge receipt of the Signal and request confirmation of the 


request to the SE. 


3.2.5 The SE shall confirm the Signal. 


3.2.6 During the Demand-Side Resource dispatching period, the SE may cut the demand 


event short and signal the DSRC to end its deployment. In this event, the SE and 


DSRC shall use 3-part communication to confirm the effective time of the period end. 


3.2.7 The SE shall record the initiation and finalization of the Demand-Side Resource 


usage in the SE Log and shall send a communication to the MEM detailing the event. 
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3.3 Supply Contracts and Administration 


MEM shall update the Demand-Side Resource availability after each dispatch event to ensure 


the SE shift personnel are aware of updates to the availability of Demand-Side Resources on a 


per-shift basis. 


3.3.1 The weekday following the event, MEM shall communicate to the LUMA Supply 


Contracts and Administration Contact the details of each Demand-Side Resource 


event for billing purposes. 
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Appendix A: Glossary 
Term Definition 


On-Call Resource A demand side resource that is available for dispatch by the TSO.  


Aggregator A third-party entity that handles the demand response participation of 


multiple organizations to ensure effective curtailment takes place when the 


grid is stressed. 
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Appendix C: Categorization of DRs 
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